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Abstract

This review presents the theoretical background concerning simplified

quantum chemistry (sQC) methods to compute non-linear optical (NLO) prop-

erties and their applications to large systems. To evaluate any NLO responses

such as hyperpolarizabilities or two-photon absorption (2PA), one should evi-

dently perform first a ground state calculation and compute its response.

Because of this, methods used to compute ground states of large systems are

outlined, especially the xTB (extended tight-binding) scheme. An overview on

approaches to compute excited state and response properties is given, empha-

sizing the simplified time-dependent density functional theory (sTD-DFT).

The formalism of the eXact integral sTD-DFT (XsTD-DFT) method is also

introduced. For the first hyperpolarizability, 2PA, excited state absorption, and

second hyperpolarizability, a brief historical review is given on early-stage

semi-empirical method applications to systems that were considered large at

the time. Then, we showcase recent applications with sQC methods, especially

the sTD-DFT scheme to large challenging systems such as fluorescent proteins

or fluorescent organic nanoparticles as well as dynamic structural effects on

flexible tryptophan-rich peptides and gramicidin A. Thanks to the sTD-

DFT-xTB scheme, all-atom quantum chemistry methodologies are now possi-

ble for the computation of the first hyperpolarizability and 2PA of systems up

to 5000 atoms. This review concludes by summing-up current and future

method developments in the sQC framework as well as forthcoming applica-

tions on large systems.
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1 | INTRODUCTION

In her doctoral thesis,1 Maria Gertrude Göppert-Mayer predicted in 1931 the existence of the two-photon absorption
(2PA) as a non-linear optical (NLO) property of molecules (see Figure 1). Thirty years later, following the discovery of
laser,2 2PA was observed for the first time by Kaiser and Garrett.3 The same year, Franken et al.4 proved the existence
of the second harmonic generation (SHG). Shortly after, Terhune et al.5 observed the third harmonic generation (THG).
Thanks to high-intensity laser beams with well-defined properties, the experimental techniques to measure and charac-
terize NLO properties were developed rapidly after, introducing electric-field induced SHG (EFISHG), hyper-Rayleigh
scattering (HRS), Z-scan, fluorescence lifetime imaging microscopy (FLIM), and others.6 Since then, properties of mat-
ter can be probed using NLO phenomena.7,8 The design of new materials with enhanced NLO properties provided a
wealth of new applications, including in data storages,9 photonic devices, telecommunication,10 biological imaging
techniques,11–13 and others.14 Designing new materials with the desired enhanced NLO property remains experimen-
tally challenging without any theoretical background to understand the underlying physical chemistry of the phenome-
non. Thus, quantum mechanical (QM) calculations can play a noteworthy contribution into the design of new
materials if and only if methods are available to treat such systems in reasonable amounts of time while keeping a
decent accuracy. Unfortunately, such theoretical techniques did not emerge as fast as experimental approaches did, due
to the relative complexity of the equations involved providing in praxis time- and memory-intensive calculations. Tradi-
tional ab initio methods such as time-dependent Hartree–Fock (TD-HF),15 time-dependent density functional theory
(TD-DFT),16 response function (RF),17 equation-of-motion (EOM)18 coupled cluster (CC), or multireference perturba-
tion theory (MRPT)19 can now provide accurate results, but still at very high computational cost, jeopardizing their
applications to large systems.

In the beginning of computer-based quantum chemistry (QC) response property calculations, it was only possible to
calculate very small systems (<20 atoms) with ab initio methods. Then, semi-empirical methods (i.e., simplified
versions of QM schemes) were developed, generally involving integral approximations and parameterizations against
reference data.20 30 years ago, semi-empirical approaches were very important allowing to extract and test structure–
property relationships and to study diversities of structures20,21 that would have not been possible otherwise. However,
already at the time, experiments were focusing on (very) large systems, which were out of the range of these methods
because of computational requirements.

Nowadays, due to the evolution of modern computers, ab initio approaches can be routinely applied to evaluate
NLO properties for systems containing up to 50 (post-HF methods) to 200 (HF and DFT) atoms. Still, ultra-large sys-
tems such as proteins, nanoparticles or surfaces are out of the range. To overcome this, modern simplified QC methods
(sQC) provide an alternative route to study such compounds. Current sQC methods do not involve necessarily the use
of a semi-empirical ground state but applied reasonable approximations to response equations like with the simplified

(a)

(b)

FIGURE 1 Schematic overview of Rayleigh and Hyper-Rayleigh scattering as well as two-photon absorption.
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time-dependent density functional theory (sTD-DFT).22 Over the past decade, sQC methods were used to evaluate NLO
response properties of increasingly large systems up to 5000 atoms such as the 2PA of explicitly solvated molecules,23

excited state absorption of the photoactive yellow protein (PYP),24 the first hyperpolarizability (β) of functionalized sur-
faces,25 metal complexes doped polymers,26 fluorescent proteins (FPs),27 and fluorescent organic nanoparticles
(FONs).28 Additionally, the availability of simplified methods allowed to explore dynamic structural effects on NLO
response properties, for example, the 2PA of chromophores in proteins,29 second-order NLO properties of tryptophan-
rich oligomers,30 and carbon-based nanomaterials with defects.31,32 In such cases, simplified methods provided an
excellent balance between accuracy and computational resources.

A recent perspective article on the evaluation of excited states and response properties using simplified QC methods
by one of us22 showed that the relevance of today's semi-empirical methods for the evaluation of NLO responses can be
divided in two cases: (i) calculations on large systems (>500 atoms), where time and/or memory required per ab initio
calculations prevent its routine use, and (ii) high-throughput/screening applications. In Section 2, the theory behind
different sQC approaches is provided, especially for the sTD-DFT method. The eXact integral sTD-DFT (XsTD-DFT)
method is introduced for the first time. Then, applications for the evaluation of the NLO properties of large systems are
discussed in Section 3 while conclusions, future challenges, and outlooks are addressed in Section 4.

2 | THEORY

For a given geometry, the QC evaluation of any NLO property starts with (i) a ground state calculation followed by
(ii) the computation of the property of interest. This section is divided in three parts. First, we briefly address the differ-
ent approaches to obtain the ground state using the HF method and its semi-empirical counterparts (Section 2.1) as well
as the density functional theory, density functional based tight binding, and extended tight-binding (xTB) methods
(Section 2.2). Second, an overview of the different methods to compute molecular NLO properties especially with the
sTD-DFT method is given in Section 2.3.

2.1 | The HF method and derived semi-empirical schemes

In the following, p, q, r, s … refer to molecular orbitals (MOs), i, j, k, l … to occupied, a, b, c, d … to unoccupied ones,
and α, β, γ, δ … to atomic orbitals (AOs). Within the HF framework, getting the approximated ground state wave func-
tion requires to compute two-electron integrals of the form ppjqqð Þ and pqjqpð Þ, which are Coulomb and exchange inte-
grals, respectively, written in the Mulliken notation. Molecular orbitals are described as linear combination of atomic
orbitals (LCAO), generally using contractions of Gaussian basis functions for performance reasons.

The evaluation of Coulomb and exchange integrals is obtained by the four-index transformation of AO two-electron
integrals which is the computational bottleneck that precludes the application of the HF method to large systems. To
overcome this, three simplifications were introduced leading to the foundation of a first set of semi-empirical
methods33: (i) restriction to an effective valence shell, by reducing the number of explicitly considered electrons,
(ii) restriction of the basis set expansion (generally by using a minimal basis set, which limits the number of basis func-
tions used), and (iii) neglect of some AO two-electron integrals. The latter simplification is usually based on the zero
differential overlap (ZDO) approximation34 where three- and four-center AO integrals (i.e., integrals where three or
four basis functions belong to different atoms) are totally neglected. In 1953, pople,35 proposed following acronyms to
describe a hierarchy of (two-center) integral approximations: (i) complete neglect of differential overlap (CNDO),
(ii) intermediate neglect of differential overlap (INDO), and (iii) neglect of diatomic differential overlap (NDDO). The
CNDO scheme uses the ZDO approximation, so that only AO integrals αAαAjβBβBð Þ are accounted for considering that
the α AO is centered on atom A and the β AO on atom B. The INDO scheme also uses the ZDO approximation except
for 1-center AO integrals where αAβAjγAδAð Þ are used. Finally, the NDDO approximation includes all αAβAjγBδBð Þ
integrals.33,36

Following this, three families of methods emerged: the first one is due to the group of Zerner and coworkers and is
called ZINDO.37 The ZINDO/S method was designed for the calculation of electronic spectra based on a ZINDO/1 gro-
und state. Such spectra are computed via the configuration interaction (CI) method, considering only a small subset of
singly-excited determinants in a restricted active space. The second one is called the MNDO38 (Modified Neglected
of Diatomic overlap) method which is based on the NDDO approximation. After different reparameterization, the
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MNDO scheme led to, for example, the popular AM139 and PM340 methods. The inclusion of d functions provided, for
example, the MNDO/d41 and PM642 methods. A last family of methods is known as orthogonalization-corrected models
(OMx, 1≤ x ≤ 3), which account and correct for the orthogonalization of the Fock matrix, while also considering some
three-center terms. In some flavors, effective core potentials (ECPs) are also used.43,44

The implementation of such semi-empirical models requires the evaluation of the remaining nonvanishing inte-
grals. It is done either by using their analytical expressions, values extracted from experimental data (e.g., ionization
potentials or spectroscopic data) or by using parametric expressions. For example, MNDO-type methods rely on a multi-
pole expansion for the calculation of two-center two-electrons integrals, which are then expanded in Klopman-like
approximated expressions.45 Parameters are generally obtained by fitting reference data from high-level ab-initio calcu-
lations or experiment.44,46

2.2 | Density functional theory, density functional based tight binding, and xTB

Considering Hohenberg and Kohn47 theorems, DFT emerged as an alternative to wave function methods. In Kohn and
Sham formulation48 of DFT, the electron density ρ is used to compute the ground state energy of a system:

E ρ½ � ¼ENNþV ext ρ½ �þFKS ρ½ �, ð1Þ

with FKS ρ½ � ¼TS ρ½ �þ J ρ½ �þEXC ρ½ �, ð2Þ

where ENN is the nuclei–nuclei potential energy and V ext, the nuclei–electron potential energy. Then, grouped in the
Kohn–Sham (KS) functional is J ρ½ �; the Coulomb energy, TS ρ½ �, the kinetic energy for non-interacting electrons, and
EXC, which gathers unknown parts of the kinetic and potential energy terms. The latter term is described by the so-
called exchange-correlation functional (XCF), which is the cornerstone of KS-DFT. Many XCFs have been developed
over the past decades, based on different underlying assumptions. Among them, hybrid XCFs that include some
amount of exact HF exchange were recognized to improve globally the accuracy of the method49,50 in particular, when
this amount could vary with the distance (range-separated hybrid XCFs).51 Van der Waals interactions are usually not
well captured by DFT. Empirical corrections have been developed to overcome this, for example, DFT-Dx (2≤ x ≤ 4)
schemes.52–55

Because the scaling of KS-DFT is comparable to the HF one (N3, where N is the number of basis functions), it
remains cumbersome for large systems with many (>500) basis functions. The density functional based tight binding
(DFTB) approach was developed as a semi-empirical method using a tight-binding formulation of DFT. In DFTB, the
ground state density is assumed to be the sum of a reference density (ρ0) and a deviation from this reference den-
sity (Δρ),56,57

ρ¼ ρ0þΔρ with ρ0 ¼
X
A

ρA0 , ð3Þ

where ρ0 is generally chosen as the superposition of neutral atom densities, ρA0 . Therefore, the energy expressed as a
power expansion of the ground state density becomes

E ρ½ � ¼E 0ð Þ ρ0½ �þE 1ð Þ ρ0,δρ½ �þE 2ð Þ ρ0, δρð Þ2� �þE 3ð Þ ρ0, δρð Þ3� �þ… ð4Þ

The truncation of this expression leads to different DFTB flavors: DFTB1 scheme58 only includes linear terms,
DFTB259 (or SCC-DFTB) scheme truncates after the third term, and DFTB360 scheme includes the third-order term
as well.

In 2016, Grimme and Bannwarth61 introduced the xTB variant of DFTB to generate the ground state for ultra-fast
excited state calculations. This approach is combining two different special purpose valence tight-binding (VTB) and
extended tight-binding Hamiltonians (see Figure 2 for a schematic overview). A minimal valence basis set (VBS) is used
with the VTB Hamiltonian in a self-consistent charge (SCC) procedure to obtain CM5-type charges that serve as input
for the xTB Hamiltonian. Then, an extended AO basis set (XBS) with diffuse functions on hydrogen atoms and main
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group non-metals is used with the xTB Hamiltonian for a single diagonalization step. The xTB Hamiltonian matrix ele-
ment expression is similar to the second-order SCC-DFTB one:

αjbFjβD E
¼ αjbH0jβ
D E

þkq
1
2
Sαβ
X
C

ΓACþΓBCð ÞqVTBC ,

α�A,β�Bð Þ:
ð5Þ

H0 is a zeroth-order Hückel-type Hamiltonian, kq denotes an empirical scaling parameter, Sαβ is an AO overlap
matrix element, qVTBC is the CM562 atomic charge of atom C generated by the VTB step, and ΓAB is a scaling function for
the inter-electronic repulsion between atom A and atom B. This procedure generates orbitals and their energies as input
for excited state and response calculations. Note that virtual orbital energies are shifted to mimic hybrid XCF-like char-
acters. Table 1 presents VBS and XBS information for all elements. The xTB procedure is implemented in the xtb4stda
program63 freely available on GitHub.

Later on, this approach was extended to the so-called GFNi-xTB64 (i from 0 to 2) family of methods to compute
geometries, frequencies, and non-covalent interactions for molecules up to thousands of atoms with a similar VBS. In
contrast to other tight-binding models, the GFN2-xTB scheme65 avoids pair-specific parameters for, for example, hydro-
gen or halogen bonds, by inclusion of anisotropic effects up to second-order of the multipole expansion. The inclusion
of anisotropic effects also mitigates to some extent problems with the minimal valence basis set used in this ansatz. To
better describe the non-covalent interactions, GFN2-xTB uses a modified, self-consistent D4 scheme.66 It was shown

FIGURE 2 Workflow to obtain the xTB ground state.

TABLE 1 Description of the atomic orbital basis set used to get the xTB ground state.

Part

Element VBS XBS

H, He ns ns, (n + 1)sp

Group I/II nsp nsp

B-Ne nsp nsp, (n + 1)sp

Al, Ga, In, Zn, Cd, Hg nsp nsp

Remaining group

IV–VII non-metal nsp, (n + 1)d nsp, (n + 1)sp

d-block elements nd, (n + 1)sp nd, (n + 1)sp

Note: n describes the principal quantum number of the valence shell of the respective element.
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that GFN2-xTB is able to fastly optimize and compute properties for large (non-covalently bounded) systems67–70 and
even (metallo-)proteins.71

2.3 | Molecular response properties

Different method are available to compute the response properties of a system with respect to an (external) perturba-
tion. The application of a time-dependent external electric field (F tð Þ¼Fω e�iωtþ eiωt½ �) (oscillating at a frequency ω) on
a molecule modifies its dipole moment:

μ
! Fð Þ¼ μ

!
0þΔμ! Fð Þ, with Δμ! Fð Þ¼ α

$ �Fþ 1
2!
β
$!
:F2þ 1

3!
γ
$$ ..

.
F3þ…, ð6Þ

where μ0 is the intrinsic dipole moment of the molecule, α$ the molecular polarizability tensor and β
$!

and γ
$$ the first

and second hyperpolarizability (γ) tensors, respectively. Because tensor components depend on field directions, it is
usual to write their tensor components as

αζξ �ωσ ;ω1ð Þ,βζξη �ωσ ;ω1,ω2ð Þand,γζξην �ωσ ;ω1,ω2,ω3ð Þ, ð7Þ

where ωσ ¼
P

iωi and ζ,ξ,η or ν are applied electric field directions. In this review, we assumed the “T” convention.72

Depending on how static (ω¼ 0) and dynamic (ω≠ 0) electric fields are combined, different NLO phenomena can
occur. For example, the second harmonic generation is described by βζηξ �2ω;ω,ωð Þ tensor components where the
energy of the emitted photon is the sum of the degenerate energies of the two incident photons.

These quantities are related to response functions derived in the context of the time-dependent perturbation theory.
The change in energy due to the application of an external electric field is given by

E Fð Þ¼E0�
Z F

0
μ
! F0ð ÞdF0: ð8Þ

Computing such field-dependent energies requires only to include the time-dependent perturbation bV tð Þ¼�μ
!�F

into the Hamiltonian:

bH¼ bH0� μ
!�F, ð9Þ

where bH0 is the unperturbed Hamiltonian. Because in the time-dependent perturbation theory, the time-depend dipole
moment is expressed as:

μζ tð Þ¼ μζ 0ð Þþ
X
ω

Xx,y,z
η

μζ;μη
� �� �

ω
Fη ωð Þe�iωt

þ 1
2!

X
ω1,ω2

Xx,y,z
η,ξ

μζ;μη,μξ
� �� �

ω1,ω2
Fη ω1ð ÞFξ ω2ð Þe�i ω1þω2ð Þtþ…, ð10Þ

polarizabilities and first hyperpolarizabilities tensor components are directly related to the linear and quadratic
response functions, respectively:

αζη �ωσ;ω1ð Þ¼ μζ;μη
� �� �

ω
, ð11Þ

βζηξ �ωσ ;ω1,ω2ð Þ¼ μζ;μη,μξ
� �� �

ω1,ω2
: ð12Þ
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Other quantities can also be derived from response functions, for example, the 2PA. In the degenerate case
(ω1 ¼ω2), the two-photon transition moments M0!n

ζη can be derived at the pole of the quadratic response function
μξ;μζ,μη
� �� �

ω,ω
as its single residue73:

lim
2ω!ωn

2ω�ωnð Þβξζη �2ωð ωωÞ¼�M0!n
ζη 0jμξjn
� �

: ð13Þ

In practice, different methods exist to evaluate response functions and their poles.

2.3.1 | Finite-field approach

Derivations of the energy with respect to electric field components are always possible. Then, tensor components read

αζξ ¼ ∂2E
∂Fζ∂Fξ

� �
0

, ð14Þ

βζξη ¼
∂3E

∂Fζ∂Fξ∂Fη

� �
0

, ð15Þ

γζξην ¼
∂4E

∂Fζ∂Fξ∂Fη∂Fν

� �
0

,… ð16Þ

In practice, these derivatives can be evaluated numerically, applying finite-difference expressions for
Equations (14)–(16), which requires to compute the energy (or lower-order properties) for different electric field ampli-
tudes. Note that the finite field (FF) method is limited to the static case. The amplitude of the field should be chosen
carefully because: (i) if too small, it could give rise to numerical errors, and (ii) if too large, the result could be contami-
nated by higher-order derivatives and/or other states than the ground state could be populated. While the first cause of
error is inherent to any iterative quantum chemistry methods (Δχ/ΔE�F�d, where Δχ and ΔE are the accuracy on
the resulting tensor and the energy values, respectively, and d the order of the derivative), the error from the contami-
nation from higher order derivatives can be minimized thanks to the Richardson extrapolation (or Romberg, in the
quantum chemistry community) scheme.74 Thus, Mohammed et al.75 established a range of acceptable field strengths,
and one of us76 later described an automatic procedure to analyze Romberg's triangles. Nevertheless, the FF method
requires a fair amount of (single point) calculations which may not be easy to converge to the accuracy required for
stable numerical derivatives.

2.3.2 | Sum-over-states method

Time-dependent perturbation theory can be used to compute response properties. Starting from the exact wave func-
tion, Orr and Ward77,78 derived the so-called sum-over-states (SOS) expressions that give any n-order optical property
tensor component:

χ nð Þ
ζξη… �ωσ;ω1,…ð Þ¼

X
P

X
a1,a2…

μζ0a1μ
ξ
a1a2…μ

η
an�10

ℏωa1 �ℏωσð Þ ℏωa2 �ℏωσ �ℏω1ð Þ… , ð17Þ

where ζ,ξ,η… are Cartesian coordinates, ω1,ω2…, their corresponding pulsations, a1,a2… number excited states of the
system, ℏωai their excitation energies, and

P
P is the sum over different permutations of each pair i,ωσð Þ,…. Here,

μζai,aj ¼hai j ζ j aji�δaiaj h0 j ζ j 0i, corresponds to the transition dipole moment from state ai to aj. Considering approxi-
mate wave functions, this approach can be used with any methods that compute excited states. This normally requires
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to compute all excited states but usually the space of excitations is truncated at a point that allows SOS expressions
to reach convergence.79–81

2.3.3 | Time-dependent density functional theory

Linear and nonlinear response functions can also be obtained analytically, for example, by the time-dependent HF
method15,82 or the time-dependent DFT (TD-DFT).83 With respect to the FF method, such analytical derivations give
access to dynamic properties. It also avoids truncation convergence problems inherent to any SOS expressions as well
as the burden of computing large number of excited states. Here, we focus on TD-DFT, which can be routinely applied
to systems up to 200 atoms nowadays.

When applying an external electric field F at a frequency ω, the full TD-DFT non-Hermitian eigenvalue problem is
obtained by the Casida's equations83 assuming real orbitals:

A B

B A

� �
�ω

1 0

0 �1

� �� 	
Xζ ωð Þ
Yζ ωð Þ

� �
¼ μζ

μζ

 !
, ð18Þ

where A and B are orbital rotation Hessian super-matrices and Xζ ωð Þ and Yζ ωð Þ frequency dependent linear response
vectors. These equations are transformed into a linear system:

AþBð Þ�ω2 A�Bð Þ�1� �
Xζ ωð ÞþYζ ωð Þ½ � ¼�2μζ, ð19Þ

which is solved to obtain linear response vectors. Excitation and deexcitation vectors can be used to compute compo-
nents of the polarizability tensor:

αζη �ω;ωð Þ¼�2
X
ai

μζ,ai Xη,ai ωð ÞþY η,ai ωð Þ
 �
: ð20Þ

Switching off the dipolar perturbation into Cassida's equations allows to determine excited states and their energies:

A B

B A

� �
X

Y

� �
¼ ω 0

0 �ω

� �
X

Y

� �
: ð21Þ

ω are excitation energies and X and Y, the eigenvectors. Because we consider only real orbitals, the full TD-DFT
problem (Equation (21)) can be rewritten as an Hermitian eigenvalue problem:

A�Bð Þ12 A�Bð Þ A�Bð Þ12Z¼ω2Z,

withZ¼ A�Bð Þ12 XþYð Þ:
ð22Þ

For a global hybrid density functional, the elements of A and B super-matrices are written as:

Aia,jb ¼ δijδab ϵa�ϵið Þþ2 iaj jbð Þ�ax ijjabð Þþ 1�axð Þ iaj f XCj jbð Þ, ð23Þ

Bia,jb ¼ 2 iajbjð Þ�ax ibjajð Þþ 1�axð Þ iaj f XCjbjð Þ, ð24Þ

where ϵi and ϵa are orbital energies, ax is the amount of non-local Fock exchange into the exchange-correlation func-
tional, iajjbð Þ, iajbjð Þ, and ibjajð Þ are exchange-type and ijjabð Þ Coulomb-type two-electron integrals, iajf XCjjbð Þ and
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iajf XCjbjð Þ are responses of the exchange-correlation functional. The time-dependent exchange-correlation kernel f XC is
usually derived from the time-independent exchange-correlation functional applying the adiabatic approximation.

Considering two incident photons, the quadratic-response (QR) TD-DFT equations should be solved to obtain the
quadratic response function βζηξ �ωσ;ω1,ω2ð Þ. To circumvent the cost of directly computing the quadratic response, the
2nþ1 theorem84,85 is used to rewrite QR TD-DFT equations in term of frequency-dependent linear response vectors for
three different frequencies (incident photon frequencies ω1 and ω2 and the emitted photon fre-
quency, �ωσ ¼�ω1�ω2):

βξζη �ωσ ;ω1,ω2ð Þ¼A�BþC, ð25Þ

with

A¼
X

perm:ξ,ζ,η

X
aij

Xξ,ai �ωσð Þ �μζ,ijþ
X
ck

f HXC
ij,ck Xζ,ck ω1ð ÞþY ζ,ck ω1ð Þð Þ

" #
Y η,aj ω2ð Þ

( )
, ð26Þ

B¼
X

perm:ξ,ζ,η

X
iab

Xξ,ai �ωσð Þ �μζ,abþ
X
ck

f HXC
ab,ck Xζ,ck ω1ð ÞþY ζ,ck ω1ð Þð Þ

" #
Y η,bi ω2ð Þ

( )
, ð27Þ

C¼
X

perm:ξ,ζ,η

X
aibjck

gXCai,bj,ck Xξ,ai �ωσð ÞþY ξ,ai �ωσð Þ
� �

Xζ,bj ω1ð ÞþY ζ,bj ω1ð Þ� �
Xη,ck ω2ð ÞþY η,ck ω2ð Þ� �( )

: ð28Þ

where perm:ξ,ζ,η is the permutational sum over six different perturbations and f HXC
ij,ck are elements of the combined Har-

tree exchange-correlation kernel:

f HXCij,ck ¼ 2 ijjckð Þ�ax jkjcið Þþ 1�axð Þ ijjf XCjckð Þ: ð29Þ

gXCai,bj,ck are matrix elements of the third functional derivative of the exchange-correlation functional. To compare to
experimental values (which are usually obtained by hyper-Rayleigh scattering experiments for second-harmonic gener-
ation, βξζη �2ω;ω,ωð Þ), the theoretical βHRS value is obtained as the mean of β-tensor orientations8:

βHRS �2ω;ω,ωð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2ZZZ
� �þ β2ZXX

� �q
, ð30Þ

whereas β2ZZZ
� �

and β2ZXX
� �

are obtained without assuming Kleinman's condition86 in the laboratory frame (X , Y , and
Z). Note that for the static β, that is, when ω! 0, Kleinman's conditions86 are used because they are strictly exact in this
case. Consequently, the computational cost is reduced to the evaluation of only 10 tensor components.

2.3.4 | Simplified TD-DFT

In 2013, to provide a computationally efficient TD-DFT scheme that better balances cost and accuracy, Grimme87 intro-
duced simplifications to TD-DFT considering the Tamm-Dancoff approximation (TDA),88 resulting in a method called
simplified TDA (sTDA). A year later, the same simplifications were applied to TD-DFT, leading to the sTD-DFT
method.89 Originally, these methods were used to compute only UV–Vis and circular dichroism (CD) spectra.

Three main simplifications were applied to Equation (22). First, integrals involving the time-dependent exchange-
correlation functional f XC in A and B super-matrices are neglected.

Second, the singly-excited (i! a) configuration space is truncated considering a single energy threshold Ethresh. The
active MO space is defined between ϵmin ¼ ϵHOMO�2 1þ0:8axð ÞEthresh and ϵmax ¼ ϵLUMOþ2 1þ0:8axð ÞEthresh. Then, a
first set of primary configuration state functions (P-CSFs) is selected considering that Aia,ia ≤Ethresh. Configurations

LÖFFELSENDER ET AL. 9 of 37



(j! b with Ajb,jb >Ethresh) that presents a second-order perturbation energy E 2ð Þ
jb ¼PP-CSFs

ia
Aia,jbj j2

Aia,ia�Ajb,jb
larger than 10�4Eh

are sorted out as secondary CSF (S-CSFs). The space of selected CSFs is the sum of both P-CSFs and S-CSFs.
Third, to evaluate two electron integrals, the ZDO approximation is considered:

iajjbð Þ≈
X
αβ

Clow�
iα Clow

aα Clow�
jβ Clow

bβ λαλαjλβλβ

 �

: ð31Þ

where Clow�
iα are Löwdin-orthogonalized LCAO coefficients and λα are orthogonalized Löwdin basis functions. These

basis functions are supposed to be atom centered allowing to collect transition charges for each A atom:

Qia
A ¼

XN
α � A

Clow�
αi Clow

αa : ð32Þ

Doing so, Equation (31) can be rewritten and approximated as

iajjbð Þ≈
XN
AB

Qia
AQ

jb
B AAjBBð Þ: ð33Þ

where A and B denote atoms and N is the total number of atoms in the system. In sTDA and sTD-DFT methods, the
four-index two-electron integrals pqjrsð Þ in Equations (23) and (24) are replaced by short-range damped Coulomb inter-
actions between atom-centered monopole charges Qia

A (calculated from a Löwdin orthogonalization90) and AAjBBð Þ are
Mataga–Nishimoto–Ohno–Klopman (MNOK) damped Coulomb operators according to the type of integrals. For
Coulomb-type integrals, it reads:

AAjBBð ÞJ ¼ 1
RABð ÞyJ þ axηð Þ�yJ

� � 1
yJ

with η¼ η Að Þþη Bð Þ
2

: ð34Þ

RAB denotes the distance between the two atoms A and B, yJ is a globally-fitted parameter for a range of ax , and η
depends on the chemical hardness of the two atoms A and B. Tabulated η Að Þ values consistent for all elements of the
periodic table are used.91 For exchange-type integrals, the corresponding expression reads:

AAjBBð ÞK ¼ 1
RABð ÞyK þη�yK

� � 1
yK

, ð35Þ

where yK is another globally-fitted parameter. As different decay behaviors for Coulomb and exchange-type integrals
are used, their physically different origins are emphasized. yK and yJ were globally adjusted to reproduce reference exci-
tation energies.87 Consequently, the neglect of the f XC response is mitigated to some extent by these adjustments.
Applying these simplifications, A and B are approximated as:

A0
ia,jb ¼ δijδab ϵa�ϵið Þþ

XN
A,B

2Qia
AQ

jb
B AAjBBð ÞK �Qij

AQ
ab
B AAjBBð ÞJ

 �
, ð36Þ

B0
ia,jb ¼

XN
A,B

2Qia
AQ

bj
B AAjBBð ÞK �axQ

ib
AQ

aj
B AAjBBð ÞK

 �
: ð37Þ

Starting in 2018, de Wergifosse and coworkers22,24,92–94 extended the reach of the sTD-DFT framework to response
properties, allowing the computation of the polarizability,92 optical rotation,93 first hyperpolarizability,92 excited state
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absorption,24 and two-photon absorption.94 To obtain sTD-DFT frequency-dependent linear response vectors, A and B
are replaced in Equation (19) by their sTD-DFT counterparts (Equations (36) and (37)):

X0
ζ ωð ÞþY0

ζ ωð Þ
h i

A0 þB0ð Þ�ω2 A0 �B0ð Þ�1
h i

¼�2μζ: ð38Þ

Linear response vectors can be used to the determine components of the polarizability tensor:

α0ζη �ω;ωð Þ¼�2
X
ai

μζ,ai X 0
η,ai ωð ÞþY 0

η,ai ωð Þ
 �

, ð39Þ

as well as for the optical rotation tensor:

ℑhhmα;μαii0ω ¼ℑ 2ω
X
ia, jb

mα A0 �B0ð Þ�1
ia,jb X 0

α,jb ωð ÞþY 0
α,jb ωð Þ

 � !
: ð40Þ

To compute β efficiently in the sTD-DFT framework,92 two extra simplifications to Equation (25) are necessary: the
neglect of the response of the exchange-correlation kernel (Equation (28)) and the Hartree exchange-correlation kernel
(terms involving f HXC in Equations (26) and (27)), leading to the following expression:

βξζη
0 �2ω;ω,ωð Þ¼A0 �B0, ð41Þ

with

A0 ¼
X

perm:ξ,ζ,η

X
aij

X 0
ξ,ai �2ωð Þ �μζ,ij

h i
Y 0

η,aj ωð Þ
( )

, ð42Þ

B0 ¼
X

perm:ξ,ζ,η

X
iab

X 0
ξ,ai �2ωð Þ �μζ,ab

� �
Y 0

η,bi ωð Þ
( )

: ð43Þ

Note that due to these approximations only the unrelaxed β tensor is computed with the sTD-DFT method, neg-
lecting orbital relaxation effects. Nevertheless, de Wergifosse and Grimme92 showed that neither approximations influ-
ence drastically the β values of push–pull π-conjugated systems while speeding up calculations by a factor of about 100.
Note that presently, only the second harmonic generation (SHG) case is implemented in the stda program,87 that is,
both incident photons are of the same frequency (ω1 ¼ω2).

From the single residue (Equation (13)) of the sTD-DFT first hyperpolarizability (Equation (41)), sTD-DFT two-
photon transition moments94 are computed as:

M0!n
ζη ¼�A0 þB0, ð44Þ

with

A0 ¼
X

perm:ξ,ζ,η

X
aij

X 0
n,ai μζ,ij 1�δζnð Þ
h i

Y 0
η,aj �ωn=2ð Þ

( )
, ð45Þ
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and

B0 ¼
X

perm:ξ,ζ,η

X
iab

X 0
n,ai μζ,ab 1�δζnð Þ� �

Y 0
η,bi �ωn=2ð Þ

( )
: ð46Þ

The rotationally averaged 2PA strength95,96 δ2PA
� �

reads

δ2PA
� �¼ F

30

X
ζ,η

Sζζ,ηηþ G
30

X
ζ,η

Sζη,ζηþH
30

X
ζ,η

Sζη,ηζ, with Sζη,ξν ¼M0!n
ζη M0!n

ξν : ð47Þ

For parallel linearly polarized incident light, parameters F, G, and H are all equal 2. From Equation (47), the macro-
scopic two-photon absorption cross section σ2PA reads

σ2PA ¼Nπ3αa50 2ωð Þ2
c

δ2PA
� �

S 2ω,ωn,Γð Þ, ð48Þ

employing a parameter N to account for different types of experimental conditions (single beam or double beam) as
well as a line-shape function S 2ω,ωn,Γð Þ (Gaussian or Lorentzian). Note that the macroscopic σ2PA depends on the
computed excitation energy (σ2PA / 2ωð Þ2). Therefore, errors in the computation of excitation energies impact mar-
coscopic cross-sections σ2PA.

From the double residue of the quadratic response

lim
ωb!�ωm

lim
ωc!ωn

ωbþωmð Þ ωc�ωnð Þβξζη � ωbþωcð Þ;ωb,ωcð Þ¼� 0jμζjm
� �

mjμξ� 0jμξj0
� �jn� �

njμηj0
� �

, ð49Þ

the sTD-DFT unrelaxed singlet-state-to-singlet-state transition dipole moment24 can be extracted:

mjμξ� 0jμξj0
� �jn� �¼ 1

2

X
aij

X
0n
iaμij,ξX

0m
ja þY

0m
ia μij,ξY

0n
ja

h i
�
X
abi

X
0n
iaμab,ξX

0m
bi þY

0m
ia μab,ξY

0n
bi

h i( )
, ð50Þ

as well as in the sTDA framwork24:

mjμξ� 0jμξj0
� �jn� �

TDA
¼ 1
2

X
aij

X
0n
iaμij,ξX

0m
ja

h i
�
X
abi

X
0n
iaμab,ξX

0m
bi

h i( )
: ð51Þ

Excited-state absorption (ESA) spectra in the dipole-length formalism can be computed using state-to-state oscillator
strengths defined as

f mn ¼
2
3
ωm�ωnð Þμ!mn:μ

!
nm: ð52Þ

The computational bottleneck for sTD-DFT/sTDA methods is the construction of A0 and B0 super-matrices that
directly depends on the number of CSFs included in by the CI space truncation procedure. To treat large systems with
central chromophores efficiently such as fluorescent proteins, Beaujean et al.27 introduced the dual-threshold sTD-DFT
(dt-sTD-DFT) method. The idea is to use a larger number of CSFs for parts of the system mostly responsible for the
response such as the chromophore. After the truncation of the MO space as for the single threshold procedure between
ϵmin ¼ ϵHOMO�2 1þ0:8axð ÞEhigh and ϵmax ¼ ϵLUMOþ2 1þ0:8axð ÞEhigh, the system is divided in two parts: a high level
part and a low level one. Occupied MOs that belong to the high level part have more than 10% of their density on atoms
from this part:
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ζi ¼
X

α � high level

C2
αi, ð53Þ

ζi >0:1!Ehigh, ð54Þ

ζi ≤ 0:1!Elow: ð55Þ

They are involved in the procedure considering a first energy threshold called Ehigh. Remaining occupied MOs are
treated with a second energy threshold Elow. First, singly-excited (ihigh ! a) CSFs are selected as primary CSFs for the
high level part (P-CSFs-H) if Aia,ia ≤Ehigh. Second, in the same manner, singly-excited (ilow ! a) CSFs are accounted for
as primary CSFs for the low level part (P-CSFs-L) if Aia,ia ≤Elow. If the second-order perturbation contribution

E 2ð Þ
jb ¼PP-CSFs- HþLð Þ

ia
Aia,jbj j2

Aia,ia�Ajb,jb
of a remaining singly-excited (j! b) CSF for Ajhighb,jhighb >Ehigh or

Elow <Ajlowb,jlowb <2 1þ0:8axð ÞElow is lower than 10�4Eh then they are selected as S-CSFs. The configuration space is the
sum of P-CSFs-H, P-CSFs-L, and S-CSFs.

In summary, the sTD-DFT method can calculate (non-)linear optical properties of large molecules. The computa-
tional bottleneck is the determination of the DFT ground state, limiting sTD-DFT excited states and response properties
calculations to systems up to 1000 atoms. Using the xTB method for the ground state calculation extends the reach of
simplified methods to very large systems with several thousands of atoms. All these implementation are available in the
stda program.87

2.3.5 | The eXact integral sTD-DFT

In sTD-DFT, replacing two-electron integrals on the Löwdin basis λαλαjλβλβ

 �

by parameter-dependent MNOK damped
Coulomb operators AAjBBð Þ can be seen as a physically-sounded but crude approximation that does not depend any-
more on basis functions involved. Alternatively, two-electron integrals on the Löwdin basis λαλαjλβλβ


 �
could be simply

replaced by their AO counterparts ααjββð Þ, leading to the following approximation to evaluate MO two-electron
integrals:

iajjbð Þ≈
X
αβ

Clow�
iα Clow

aα Clow�
jβ Clow

bβ ααjββð Þ: ð56Þ

Collecting AO transition charges

Qia
α ¼

X
α

Clow�
αi Clow

αa , ð57Þ

this expression can be made computationally efficient by precomputing

iajββð Þ¼
X
α

Qia
α ααjββð Þ, ð58Þ

and then taking the dot product that scales with the number of AOs:

iajjbð Þ≈
X
β

iajββð ÞQjb
β : ð59Þ

This is the foundation of the XsTD-DFT method for which the semi-empiricism of the sTD-DFT method is removed.
With respect to the sTD-DFT scheme, the approximate evaluation of MO two-electron integrals scales with the number
of basis functions instead of the number of atoms, but remains computationally efficient with respect to the full scheme.
For example, computing 1204 excited states with the sTDA scheme for a perylene-3,4,9,10-tetracarboxylic bisimide
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derivative (60 atoms) took 14 s on a 8 CPUs (Intel Xeon CPU E5-2660 v4, 3.2 GHz) desktop computer and 3.85 min for
1121 states using the XsTDA approach, considering Ethresh. = 10 eV. To compute 20 excited states at the B3LYP/6–31
+ G(d) (TDA) level of theory for this system took 26.50 min on the same desktop computer. A full paper on this
subject is under preparation by one us and should be soon submitted for publication. It must be noted that in compari-
son to sTD-DFT, the XsTD-DFT method can provide improved excitation energies and oscillator strengths with respect
to TD-DFT as well as faithfully reproduced first hyperpolarizability frequency dispersions. More details will be
provided soon.

2.3.6 | Solvent effects

While simplified methods can deal with large systems and thus account explicitly for the impact of the environment, it
might still be necessary to account for an outer layer of surroundings, for example, to model solvent effects. This can be
achieved in different manners. Currently to compute the xTB ground state, only the generalized Born/surface area97–99

(GBSA) is available to account implicitly for solvent effects. The Gibbs free energy of solvation is be decomposed into
three terms:

ΔGsolv ¼ΔGcavþΔGvdW|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
ΔGcd

þΔGpol, ð60Þ

where ΔGcav is the energy of the solute cavity in the solvent continuum, ΔGvdW accounts for the solute-solvent vdW
interactions (dispersion), and ΔGpol is coming from the electrostatic solute-solvent interactions. The GBSA model
groups the first two terms into a single one, ΔGcd, proportional to the solvent-accessible surface. The polariza-
tion term is estimated by a simple function, which interpolates between the short-range Born expression100

(solvation of a spherical ion) and the long-range Coulomb behavior (described by the Poisson–Boltzmann
equation).

The Polarizable Continuum Model (PCM)101,102 gives a more accurate alternative to GBSA but is currently not avail-
able for the xTB ground state. It also approximates the system by placing the solute into a cavity but the procedure is
self-consistent: the charge distribution of the solute polarizes the continuum, which in return polarizes the charge dis-
tribution, and so on until convergence. This is done by discretizing the solvent-accessible surface in tesserae to evaluate
the potential of the cavity. The formalism has been extended to fully account for dynamic solvent effects on the differ-
ent time-(in)dependent properties.103

3 | DISCUSSION

This section focuses on application of modern sQC methods, especially the sTD-DFT, to compute NLO properties of
large systems, including the first hyperpolarizability (Section 3.1), two-photon absorption (Section 3.2), excited state
absorption (Section 3.3), and second hyperpolarizability (Section 3.4). By sake of completeness, in each subsection, his-
torical overviews of applications of early-stage semi-empirical methods to compute such properties are also given to sys-
tems that were considered large at the time. Then, modern studies that involved applications of sTD-DFT/sTDA
methods to large systems are reviewed.

3.1 | The first hyperpolarizability

Semi-empirical computations of the first hyperpolarizability are possible since the 1960s.104 At the time, such methods
were applied to systems up to 30 atoms, allowing to validate structure–property relationships like it was done for the
two-state approximation in 1977 for nitroanilines.105 In the 1990s, studies were investigating the influence of the length
of oligomers on NLO properties106 as well as the response of octupolar compounds (�60 atoms).107 Solvent effects108

were also accounted for as well as the impact of hydrogen bonds109,110 on the β response. One of the largest system
(�150 atoms) studied in that period was a 3-methyl-4-nitroaniline crystal with the AM1 model.111 Nowadays, thanks to
the sTD-DFT, these boundaries are pushed away to systems up to �5000 atoms. For clarity, this section is divided in
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subsections related to the approach used to evaluate first hyperpolarizabilities, that is, FF, SOS, response functions, and
sTD-DFT methods.

3.1.1 | Finite field method

In 1967, Schweig104 used the FF approach for one of the first time with a Hückel Hamiltonian to compute the static first
and second hyperpolarizabilities of several push-pull molecules containing up to 30 atoms. The same systems were later
investigated by Zyss112–114 with the INDO Hamiltonian. Following this, the development of different semi-empirical
methods (CNDO, INDO, and NDDO) led to a plethora of applications considering small molecules,115 polymers116,117

(up to 40 carbon sites), push-pull systems118 (about 50 atoms), NLO switches,119 and crystals111,120 (up to 150 atoms).
All these studies were helped by the development of new FF subroutines such as the ones available in MOPAC,121 one
of the most popular implementation in the 1990s. Results generally followed experimental trends as well as those from
higher-level ab initio calculations.

In 2013, Nénon and Champagne25 used the SCC-DFTB method to study the first hyperpolarizability of
indolinooxazolidine molecules grafted on a SiO2 surface, demonstrating the ability of this approach to deal with large
systems. As shown in Figure 3, indolinooxazolidine is a NLO switch that presents different first hyperpolarizabilities in
both closed and open forms. The contrast of first hyperpolarizabilities between both forms was maintained when from
gas phase, it was adsorbed on the SiO2 surface. The role of the linker between the chromophore and the surface was
also highlighted. In 2014, Nénon and Champagne122 performed similar calculations on fullerene (C60) molecules
grafted on two different surfaces: SiO2 (β response of about 2000 a.u. per unit cell) and TiO2 (about 8000 a.u. per unit
cell). While both individual systems (fullerene and surface) do not present any first hyperpolarizability, their interaction
induces a charge-transfer contribution that gives rise to a non-negligible first hyperpolarizability.

3.1.2 | Sum-over-states approach

While the FF approach is limited to the evaluation of the static first hyperpolarizability, the SOS approach can compute
frequency-dependent first hyperpolarizabilities. Sum truncations need to be monitored carefully to avoid convergence
problems with the number of excited states included in.20 In the 1990s, the SOS approach was used to evaluate the first
hyperpolarizability of push-pull molecules79,108,123,124 and intermolecular complexes.110,125 This approach was often
used with INDO/S excitation energies and state-to-state transition dipole moments for which the INDO/S method was
parametrized. Parameters were available for main group elements (i.e., B, N)126 as well as metallic ones.80 The SOS

FIGURE 3 Sketches of indolinooxazolidine NLO switch (top), in its closed (CF) and open (OF) forms. Values (bottom) of the static βzzz
(in a.u., z is along the C–O/Si direction for isolated compound, and normal to the surface for the absorbed one) for the different forms and

their corresponding contrasts (βOF=βCF), as computed at the SCC-DFTB level.25
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approach allows to decompose the response into excited state contributions, helpful for the design of new compounds
with enhanced first hyperpolarizabilities.127

Nowadays, He et al.128 developed LinSOSProNLO approach for the efficient computation of the first and second
hyperpolarizabilities from ZINDO calculations.129 They recently studied large (doped) nanographenes showing the
impact of defects on the β response.31,32,128 For example, the longitudinal β responses of spiral graphene nanoribbon
are at least 5 times larger when defects are present (from SGNn to ADSGNn in Figure 4) and this effect is enhanced
when increasing the number of units (n). Together with studies on other kinds of defects,32 they provided insights on
new ways to create new NLO materials with enhanced β responses.

3.1.3 | Response functions, toward the sTD-DFT approach

Implementations of response functions to evaluate the first hyperpolarizability, started with the coupled-perturbed HF
method, were also applied to semi-empirical Hamiltonians.82 Waite, Papadopoulos and Nicolaides130–132 implemented
a MNDO version in the 1980s. They studied the second-order response of alkanes,130 polyenes,131 aromatic
compounds,132 and nitrogen heterocycles,133 up to 30 atoms. In 1993, the first hyperpolarizability of the malachite green
and rhodamine (up to 50 atoms) were investigated using a CNDO Hamiltonian.134 In the 1990s, some studies compared
the INDO/S and other semi-empirical results to HF showing relatively good agreements.135,136 Due to the availability of
TD-HF and TD-DFT implementations as well as the increasing computational power, semi-empirical methods to evalu-
ate second-order properties started to decline in the early 21st century.

In 2018, one of us extended the reach of the sTD-DFT method to second-order response properties,92 reigniting the
interest in semi-empirical methods to compute first hyperpolarizabilities. Subroutines to evaluate linear and quadratic
response functions were added to the stda program.87 This implementation was benchmarked considering different
challenging compounds, including two large systems: fluorescent protein chromophores and their first shell of residues
as well as a model of collagen triple helix. The geometries as well as reference (static and dynamic) βHRS values were
taken from the literature.137–144

Among the results, the static βHRS of three fluorescent protein chromophores (eGFP, SHardonnay, and DsRed) were
computed at the sTD-DFT-xTB level and compared with HF, BHandHLYP, and MP2 calculations (Figure 5), showing
an excellent comparison with MP2 results and even outperforming HF and BHandHLYP for Shardonnay and DsRed.
Following this, protein surrounding effects were introduced by including the first shell of residues around chromo-
phores, increasing the system sizes to about 170 atoms, all treated again at the sTD-DFT-xTB level of theory. Static βHRS

values were compared with ONIOM MP2:HF results.138,139 Figure 6 shows this excellent comparison. Note that while

,

FIGURE 4 Sketches of repetitive unit of spiral graphene nanoribbon without (top left, SGN) and with (top right, ADSGN) azulene

defects. Evolution (bottom) of the static βz ¼ βzzzþ 1
3

P
i βizzþβzizþβzzi

 �

(in 103 a.u.) with the number of units (n).128 z is parallel to the

elongation direction of the spiral. Adapted with permission from He et al.128 Copyright 2019, American Chemical Society.
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ONIOM calculations took several months to be completed, sTD-DFT-xTB βHRS results were obtained within a few
hours, opening the way to ultra-fast screening applications for enhanced NLO properties of large (bio-) molecules.

The largest system of this study was a collagen model (PPG10, � 1000 atoms). The βHRS frequency dispersion was
evaluated with the sTD-DFT-xTB approach and compared with ONIOM HF/6-31+G(d):HF/6-31G(d) and ONIOM
LC-BLYP/6-31+G(d):HF/6-31G(d) results. The sTD-DFT-xTB calculation took <2 days whereas reference calculations
needed several months to be completed. Note that with the most recent stda87 implementation, the computation time
could now be decreased to few hours. Figure 7 shows sTD-DFT-xTB frequency dispersion compares well to reference
ONIOM ones.

A first application to compute second-order NLO responses with the sTD-DFT method was done by Seibert et al.30

They investigated dynamic structural effects on the first hyperpolarizability of “flexible” tryptophan-rich peptides as

FIGURE 5 Static βHRS values for eGFP, SHardonnay, and DsRed chromophores obtained at the sTD-DFT-xTB level of theory and

compared with HF, BHandHLYP, and MP2/6-31+G(d) reference values.92 Adapted with permission from de Wergifosse and Grimme.92

Copyright 2018, AIP Publishing.

FIGURE 6 Static βHRS for eGFP, SHardonnay, and DsRed chromophores and their first shell of surrounding residues obtained at the

sTD-DFT-xTB level of theory and compared with ONIOM MP2:HF/6-31+G(d) reference values.92 Adapted with permission from de

Wergifosse and Grimme.92 Copyright 2018, AIP Publishing.
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well as for gramicidin A. Conformer spaces were sampled for each peptide by the CREST145 program and molecular
dynamics (MD) simulations were done with the GFN2-xTB method.65 βHRS values were computed with the sTD-DFT-
xTB method for which exchange and Coulomb parameters yK and yJ (see Equations (35) and (34)) were fine-tuned to
reproduce CCSD(T) reference calculations for tryptophan. For each conformer ensemble, Boltzmann-weighted βHRS

values were computed. βHRS values were also averaged accounting for snapshots of MD simulations. These results were
compared with standard TD-HF with and without implicit solvation as well as to experiment.

Structure–property relationships were first assessed for KWK, KWWK, KWWWK, and KWWKWWK (with
W = tryptophan and K = lysine). While K side chain orientations have only a negligible impact on the SHG response,
orientations among W units influence the βHRS strongly. When indole units are parallel, dipolar β contributions add to
each others, leading to enhanced SHG signals. Figure 8 present unit-sphere representations that map the β-tensor for
two KWWK conformers. The conformer on the left-hand side presents two parallel tryptophan units and a clear dipolar
character, confirmed by its depolarization ratio (DR). In contrast, when two indole moieties are anti-parallel,
dipolar contributions of W units to the SHG signal cancel each other, leading to an octupolar character as shown on
the right-hand side of Figure 8. This is confirmed by a typical DR value of 1.99 for an octupolar chromophore. Increas-
ing the number of W units from KWK to KWWKWWK will not increase linearly the SHG response because it depends
on orientations of W units. Sampling the conformational space or taking snapshots from MD simulations provided sim-
ilar results. The ratio between both highest and lowest βHRS values between conformers or snapshots can amount to a
factor 2 to 6, depending on orientations of W units. They concluded from this that assessing dynamic structural effects
are essential for determining the SHG response of these flexible systems.

Comparing sTD-DFT-xTB and TD-HF results accounting or not for implicit solvent effects to experiment146 reveals
the non-negligible impact of solvent effects to these systems. Regarding model peptides, both methods reproduce the
experimental ordering, but only when accounting for solvent effects (see Figure 9).

Beaujean et al.27 proposed a new all-atom quantum mechanics methodology to compute the SHG of fluores-
cent proteins (FPs). In this scheme, geometry optimizations are done at the ONIOM level using DFT (ωB97X-
D/6-31G*) for the chromophore and its first shell of surrounding amino-acids (about 400 atoms) in the high layer.
The remaining of the FP is treated at the GFN2-xTB/GBSA level in the low layer. The SHG of FPs are computed at
sTD-DFT-xTB/GBSA(water) level of theory. The dt-sTD-DFT method mentioned in Section 2.3 was developed in
this context to reduce the computational cost of sTD-DFT-xTB calculations. This methodology was tested on two

FIGURE 7 Frequency dispersion of βHRS for PPG10, calculated at the sTD-DFT-xTB level of theory and compared with ONIOM

HF/6-31+G(d):HF/6-31G(d) and LC-BLYP/6-31+G(d):HF/6-31G(d) results.92,144 Adapted with permission from de Wergifosse and

Grimme.92 Copyright 2018, AIP Publishing.
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FPs: iLOV (≈ 2000 atoms, flavin mononucleotide chromophore) and the bacteriorhodopsin (bR, ≈ 3850 atoms, retinal
Schiff base chromophore).

Optimized geometries show relatively small deviations with respect to experimental structures maintaining the
π-conjugation of chromophores, thanks to the DFT inner layer. To fine-tune the sTD-DFT-xTB scheme, exchange yK

FIGURE 8 Unit-sphere representation of two different conformers of the KWWK peptide. Left: Conformer 2 with parallel aligned

tryptophan units. Right: Conformer 5 with anti-parallel tryptophan units. Vector fields are scaled differently for the sake of visibility.30

Reprinted with permission from Seibert et al.30 Copyright 2020, American Chemical Society.

FIGURE 9 Static first hyperpolarizabilities for KWK, KWWK, KWWWK, KWWKWWK, gramicidin A extrapolated from experiment

and computed with TDHF/6-31+G(d), TDHF/6-31+G(d)/PCM, sTD-DFT-xTB, sTDDFT-xTB/GBSA, and Boltzmann weighted ensemble

with sTD-DFT-xTB/GBSA.30 Reprinted with permission from Seibert et al.30 Copyright 2020, American Chemical Society.
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and Coulomb yJ parameters (Equations (34) and (35)) were optimized for chromophores to reproduce reference MP2
data. βHRS dispersion curves for FPs were computed at the sTD-DFT-xTB/GBSA level of theory using both single and
dual threshold schemes. Considering the dt-sTD-DFT, the high level part includes the chromophore only. Note that the
scheme selected occupied MOs that have at least 10% of electron densities on the chromophore, meaning that they can
extend beyond the high level part.

Using the single threshold scheme, static βHRS values are improved when increasing the number of CSFs as shown
in Figure 10. For bR, with Ethresh ¼ 7eV, �1500 CSFs are included in the sTD-DFT procedure, leading to a static βHRS

value already near the reference value (Ethresh ¼ 9eV, �36,000 CSFs). Note that the reference calculation took 74 h on a
AMD Epyc CPU with 64 cores. The dt-sTD-DFT scheme converges faster. For bR, the static βHRS value obtained with
Ehigh ¼ 9eV and Elow ¼ 7eV is similar to the reference value but the calculation includes 10 times less CSFs and just
took 5 hours to be computed. For FPs, this study advocated that at least Ehigh of 9 eV should be used for the sake of
accuracy while Elow can be lowered by a few .eV.

For bR, Figure 11 compares the sTD-DFT-xTB/GBSA βHRS frequency dispersion to experiment from de Coene
et al.147 as well as to its extrapolation to the static limit using a simple vibronic model. Outside of the two-photon reso-
nance area of the frequency dispersion curve, computed βHRS values reproduce very well the experiment, demonstrating
the robustness of our all-atom methodology to provide quantitative agreement with experiment. As expected, the qua-
dratic response function diverges in resonance by design. Note that it was only possible to reproduce the two-photon
resonance energy when including surrounding effects. This shows the importance to account for the whole protein into
the quadratic response calculations.

Another application of the sTD-DFT method to evaluate the SHG of challenging systems was on self-assembled
FONs consisting of dipolar π-conjugated push-pull chromophores with a strong electron-withdrawing group shown in
Figure 12.28 Lescos et al.28 considered nanoparticles composed of 100 dyes and 46,850 water molecules that were self-
aggregated during classical MD simulations of 250–300 ns at room temperature. The SHG of these FONs were evaluated
in three ways: (i) β tensors were computed for each dyes at the TD-DFT M06-2X/6-311+G(d) level of theory and the
first hyperpolarizability of the whole nanoparticle was obtained by tensor summation, (ii) the same procedure was

FIGURE 10 Influence of Ethresh: on the static βHRS of iLOV (top) and bR (bottom), as computed at the sTD-DFT-xTB level of theory

(with yJ ¼ 2:0 and yK ¼ 0:15) in water (GBSA), and corresponding numbers of CSFs. For the dual-threshold scheme, the first number

indicates EHigh and the second ELow.
27 Reprinted with permission from Beaujean et al.27 Copyright 2021, American Chemical Society.
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applied but at the sTD-DFT-vTB level (diffuse functions were removed from the XBS) and, (iii) the entire nanoparticle
was used for the sTD-DFT-vTB calculation. Note that exchange yK and Coulomb yJ parameters used in the sTD-DFT-
vTB procedure were fine-tuned to reproduce reference M06-2X/6-311G(d) calculations for the isolated chromophore as
well as supramolecular clusters containing 12 dyes. No default parameters exist for the vTB flavor.

During the clustering procedure, most of hydrophobic triphenylamine groups stacked in parallel, creating sub-
clusters containing up to 20 dyes. These sub-clusters cause the enhanced dipolar character of FONs. Antiparallel
π-stacking was also observed. As it was shown for tryptophan-rich peptides30 above, a correlation between π-stacking
interactions, dipolar character, and enhanced βHRS was enlightened. This relation depends on the nature of dyes
involved. To analyze the impact of non-covalent interactions on the first hyperpolarizability of FONs, Lescos et al.28

compared dynamic βHRS sTD-DFT-vTB values computed using the tensor summation to sTD-DFT-vTB calculations
considering the entire nanoparticle. sTD-DFT-vTB calculations on the entire system provide βHRS values at 1064 nm
enhanced in average by a factor �3 with respect to results obtained by tensor summation, in line with experimental
findings. The one photon absorption spectrum for one representative nanoparticle was computed at the sTD-DFT-vTB
level of theory. The computed spectral shape was consistent with measured FON suspensions in water, showing a broad
main absorption band redshifted with respect to what it is observed for non-aggregated dyes in organic solvents. The
experimentally observed absorption in the long-wavelength region (500–550 nm) is also observed. This is partly due to
intermolecular charge-transfer excitations. This low energy band is responsible for the enhancement of the dynamic

FIGURE 11 Experimental versus calculated βHRS frequency dispersion of bR. The experimental one147 has been extrapolated (red

curve) to the static limit by using a vibronic model. The calculations were carried out at the sTD-DFT-xTB level (yJ ¼ 2:0, yK ¼ 0:15, and

Ethresh: ¼ 9 eV) in water (GBSA).27 Reprinted with permission from Beaujean et al.27 Copyright 2021, American Chemical Society.

FIGURE 12 Lewis structure (left) of the dye investigated by Lescos et al.28 and dihedral angles. Example (right) of ellipsoidal

nanoparticle composed of 100 aggregated dyes highlighting the orientation of formyl groups (in red) toward the outside, and the π-stacked

domains (in yellow). Reprinted with permission from Lescos et al.28 Copyright 2021, Royal Society of Chemistry.
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βHRS at 1064 nm upon aggregation. In comparison to experiment, the computed βNP=βdye ratio is one order of magni-
tude too small. This was attributed to the small size of nanoparticles used for the calculations with respect to experi-
mental ones (5 nm vs. 36 nm) as well as missing explicit interactions with the solvent.

3.2 | Two-photon absorption

In 1964, a pioneering study by Evleth and Peticolas148 conducted theoretical calculations to evaluate the 2PA of pyrene
and 3,4-benzopyrene (up to 32 atoms) using SCF–CI π-electron wave functions, based on the Pariser–Parr–Pople MO
model35,149 and the second-order time-dependent perturbation approach from Göppert-Mayer.1 Calculated 2PA cross
sections were found to be significantly higher with respect to experimental ones, but with correct trends, validating the
underlying theory. To the best of our knowledge, only very few theoretical investigations on the 2PA of organic mole-
cules using semi-empirical methods were performed at that time. This includes studies on vitamin A derivatives and
other π-conjugated organic molecules150–153 (<50 atoms). In 1979, Marchese et al.154 employed the semi-empirical
CNDO/S-CI method again coupled with the perturbation theory from Göppert-Mayer to investigate the 2PA properties
of eight neutral molecules (<20 atoms): biphenyl, terphenyl, 2,20-difluorobiphenyl, 2,20-bipyridyl, phenanthrene,
fluorene, carbazole, and dibenzofuran. The focus was on transition energies, symmetries, and relative 2PA cross-
sections. Results showed reasonable agreements with respect to experiment.

More than 15 years later, in 1998, Brédas and coworkers155 proposed design strategies for stilbene derivatives (up to
34 atoms) to enhance their 2PA cross sections. The 2PA cross-sections and transition energies were obtained at the
INDO/MRD-CI (multi-reference double configuration interaction) level of theory using SOS expressions to compute
2PA strengths. Geometries were obtained with the AM1 method. Results showed significant increases in 2PA cross sec-
tions upon elongation of the conjugation path or enhanced symmetrical charge transfer between terminal and middle
groups (i.e., stronger donor and acceptor groups). While the theoretical model showed good agreement with respect to
experiment to reproduce excitation energy trends, computed excitation energies were systematically overestimated due
to the over-correlation of the MRD-CI ground state. Nevertheless, experimental results supported by theoretical design
strategies confirmed that longer π-conjugations and stronger acceptor and donor groups led to higher 2PA cross sec-
tions. In 2007, Brédas and coworkers156 investigated the 2PA of a range of bis(acceptor)-substituted bis(dibutoxythienyl)
ethene and bis(N-hexylpyrrolyl)ethene chromophores, each consisting of about 90 atoms, which was considered large
at the time. As for the previous study, they156 employed AM1 geometries and a modified ZINDO/MRD-CI for excited
state calculations without considering solvent effects. Calculated 2PA cross sections were approximately half of experi-
mental ones, but the theory successfully reproduced experimental spectral shapes and trends. Again, transition energies
were overestimated due to the over-correlated MRD-CI ground state.

Nowadays, 2PA cross-sections are mainly computed using TD-DFT157–170 or RI-CC2168,171–177 methods
limiting system sizes to a couple of hundreds of atoms. This limit could be extended by using INDO, ZINDO/S, or
TD-DFTB2 semi-empirical methods. These methods are fast enough to be used for screening purposes, but their
accuracy should be benchmarked carefully. Rossano-Tapia and Brown29 showed in 2019 for a set of 22 FP chro-
mophores that TD-DFTB2 2PA cross sections and excitation energies exhibit similar deficiencies as the “parent”
GGA functional PBE. In particular, TD-DFTB2 underestimates excitation energies and transition dipole moments
and overestimates differences between excited and ground state permanent dipole moments, leading to large
errors in σ2PA. Rossano-Tapia and Brown29 concluded that TD-DFTB2 is not well-suited for evaluating σ2PA. In 2014,
Nayyar and Masunov178 compared 2PA spectra obtained with PM6 and ZINDO/S methods to TD-DFT results and
experimental data. The ZINDO/S method provides better σ2PA than PM6, but both methods show larger errors than
TD-DFT with respect to experiment. The same year, Silva et al.23 explored the effect of explicit solvation on the 2PA
spectrum of the fluorescein dianion (FSD). This study combines classical MD simulations for structure generation, with
INDO/CIS and INDO/CISD calculations for excited states, and the SOS approach to compute 2PA cross-sections. A
total of 250 snapshots were taken from a MD simulation. Their largest calculations encompassed a system of 176 atoms
while they considered 150 excited states. They showed that the inclusion of doubly-excited configurations are important
to describe the high-energy region of the 2PA spectrum. Solvent effects are mainly visible in the mid-energy region
(300–400 nm), leading to different peak heights and an energy splitting of one 2PA band. Calculations are red-shifted
with respect to experimental data. Accounting for the explicit surroundings improved overall the 2PA spectrum. Two
SOS models were compared with compute 2PA cross-sections: the full expression (FE) and the resonant expression
(RE) only considering resonant terms in the summation. Comparisons of SOS RE and FE approaches showed that
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neglecting non-resonant terms only influences slightly the 2PA spectrum, with solvatochromic effects more distinct
using the FE scheme.

Last year, de Wergifosse et al.94 implemented the ultra-fast evaluation of 2PA cross-sections at the sTD-DFT level of
theory in the stda program.87 Three of their test cases considered large systems (Figure 13) to compare with experiment:
(i) the eGFP,179 (ii) a quadrupolar chromophore (A) and its branched version (B),180 (iii) the flavin mono-nucleotide
(FMN),172,181 and the iLOV FP for which the FMN is the chromophore.

For eGFP, the structure of the chromophore and its first shell of surrounding residues including internal water mol-
ecules (359 atoms) was taken from Reference 139. Excitation energies and 2PA cross-sections were evaluated at the
sTD-DFT-xTB level of theory with and without solvent effects, using GBSA as solvent model for water. Figure 14 com-
pared computed 2PA spectra with respect to experiment. While no energy shifts were applied to calculated excitation
energies, the agreement with respect to experiment is striking, especially when implicitly accounting for solvent effects.

This test was followed by a large organic, quadrupolar chromophore A and its branched version B that was mea-
sured experimentally by Katan et al.180 Experimentally, A and B absorb around the same energy, but B exhibits a 3:2
times higher cross-section than A (see Figure 15). Quadrupolar molecules were optimized at the ωB97X-D3/6-311G

FIGURE 13 Structure of the eGFP chromophore with its first shell of residues, the quadrupolar chromophore (A), its branched version

(B), the flavine mono-nucleotide (FMN), and the iLOV protein. Adapted with permission from de Wergifosse et al.94 Copyright 2022,

American Chemical Society.
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(d) level of theory. Molecular orbitals and their energies were obtained with the xTB model as well as with the
BHandHLYP functional using the 6-31+G(d) basis set. The sTD-DFT method was used to compute excitation energies
and 2PA cross-sections. Both sBHandHLYP and sTD-DFT-xTB scheme reproduce well the experimental 2PA spectra of
A. For the branched trimer B, a reasonable agreement with respect to experiment is reached with the sBHandHLYP
method. However, the σ2PA of the first intense transition is underestimated. Some of us94 speculated that this discrep-
ancy might be due to missing contributions from other conformers. The sTD-DFT-xTB method totally failed at rep-
roducing the large first intense peak. Note that both theoretical spectra were shifted to account for missing effects.

Finally, the FMN chromophore was extracted from iLOV optimized structure from Reference 27 and its conformer
ensemble was generated at 298.15 K with CREST145 at the GFN2-xTB/GBSA(water) level of theory. Lower energy

FIGURE 14 Experimental 2PA spectrum measured by Drobizhev et al.179 in comparison with the sTD-DFT-xTB computed for Ethresh.

= 7 eV, Γ = 0.1 eV, and N = 2 with and without solvent effects using GBSA model with water as solvent. Reprinted with permission from de

Wergifosse et al.94 Copyright 2022, American Chemical Society.

FIGURE 15 Experimental 2PA spectra for the quadrupolar chromophore A and its branched version B180 as well as theoretical spectra

obtained at both sBHandHLYP/6-31+G(d) and sTD-DFT-xTB levels of theory considering N ¼ 1, Γ= 0.1 eV, Ethresh. = 7 eV, and systematic

energy shifts of �0.65 and �1.5 eV, respectively for both methods. Reprinted with permission from de Wergifosse et al.94 Copyright 2022,

American Chemical Society.
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conformers were optimized with the ωB97X-D/6-31G(d)/IEFPCM(water) method. sTD-DFT-xTB 2PA spectrum for the
lowest energy conformer as well as the Boltzmann weighted spectra were compared with experiment172,181 (Figure 16).
Accounting for the conformer ensemble broadens the lowest energy 2PA peak, but theoretical spectra remain similar.
Comparing both computed 2PA spectra to experiment showed that the theory overestimates the energy difference
between both 2PA main peaks by about �0.5 eV. This discrepancy is due to missing interactions with explicit water
molecules as shown by List et al.172 The optimized structure of iLOV was taken from the work of Beaujean et al.27 men-
tioned in Section 3.1. The 2PA spectra for the full protein was computed at the sTD-DFT-xTB/GBSA(water) level of the-
ory and compared with experiment181 (Figure 16). The first experimental peak around 2.9 eV is remarkably well
reproduced by the sTD-DFT-xTB scheme. The second peak is blue-shifted.

3.3 | Excited-state absorption

To evaluate ESA, the double residue of the first hyperpolarizability (Equation (49))73 give direct access to state-to-state
transition dipole moments.24,182–184 ESA can also be obtained from real-time methods. There, transition dipole
moments are evaluated from the time fluctuation of the density matrix.184,185 Comparable results are obtained with
both approaches.186 Note that generally the Tamm–Dancoff approximation is employed, but it does not affect much
computed ESA spectra.187 Early implementations of excited-to-excited transition dipole moments were available in
ZINDO/S, as these quantities are required for the SOS evaluation of β, γ, and 2PA.188,189 However, only few examples
focused on the ESA.190 More recently, de Wergifosse and Grimme24 provided implementations in the stda program87 at
both sTDA and sTD-DFT levels. Another recent implementation at the time-independent excited-state density-
functional tight-binding (ΔDFTB) level191 also exists, but systems studied by Deshaye et al.191 are relatively small with
respect to the subject of this review.

Among the systems studied in the sTDA/sTD-DFT ESA seminal paper,24 the ESA of the first and second singlet
excited states for a fullerene derivative (N-methylfulleropyrrolidine) were evaluated at the sTD-DFT/ωB97X-
D3/6-311+G(d,p) level. Its geometry was optimized with PBE0/6-311G(d) method. These results were compared with
experimental transient ESA spectra from Reference 192 (Figure 17, left panel). Guldi and Prato192 wrongly attributed
these spectra to the first singlet and first triplet excited states while sTD-DFT/ωB97X-D3 results showed undoubtedly
that these spectra correspond to the two first singlet excited states. The largest system studied by de Wergifosse and

FIGURE 16 Experimental 2PA spectra of the FMN in water solution (left panel) from Homans et al.181 and List et al.172 as well as

theoretical spectra obtained at the sTD-DFT-xTB levels of theory considering N ¼ 1, Γ= 0.1 eV, and Ethresh. = 7 eV for the 8 lowest energy

conformers as well as the Boltzmann average for these conformers at 298.15K. Experimental 2PA spectrum of iLOV (right panel) from

Homans et al.181 as well as the theoretical spectrum obtained at the sTD-DFT-xTB/GBSA(water) level of theory considering N ¼ 1, Ethresh.

= 7 eV, and Γ= 0.2 eV. Reprinted with permission from de Wergifosse et al.94 Copyright 2022, American Chemical Society.
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Grimme24 was the photoactive yellow protein (PYP), a small protein composed of 1931 atoms. PYP optimized geometry
was taken from Seibert et al.193 The ESA of the first singlet excited state of PYP was computed at the sTDA-xTB level.
From the ESA, one of us subtracted ground state absorption as well as the “fake” stimulated emission (ground state
absorption shifted by 70 nm) to compare to the experimental transient absorption recorded by Changenet-Barret
et al.194 An excellent agreement with respect to experiment was obtained reproducing main features of the experimental
transient absorption.

3.4 | Second hyperpolarizability

The molecular second hyperpolarizability is generally less studied than β because it is experimentally challenging to
measure. Implementations to evaluate γ in QC codes are also sparse. In 1967, γ was computed using the FF method for
small systems including π-conjugated hydrocarbons, polyenes, cyanine, merocyanine, and pyridiniumbetain dyes (<30
atoms).104 Fifteen years later, Papadopoulos et al.131,132 studied the THG of aromatic systems and polyenes theoretically
with the FF approach and a CNDO model, yielding reasonable comparisons to experimental data. In 1990, the MOPAC
program was able to evaluate γ using a FF implementation.121 This led to several studies106,121,195 with systems includ-
ing <50 atoms. In general, those results compared reasonably well with respect to experiment (e.g., R2 > 0:9 of correla-
tion with respect to experiment for stibalzonium salts195).

The SOS approach was also used to evaluate γ. Tian129 computed γ of C60 and C240 using CIS excited states for the
SOS scheme at the ZINDO level of theory. The predicted γ of C60 was in good agreement with experiment. The second
hyperpolarizability of C240 was estimated to be 30 times larger than the one of C60. In 2020, Tian et al.196 extended this
study to fullerene onions with three layers (C60@C240@C540), for a total of 840 atoms.

Analytical calculations of γ imply the implementation of cubic response functions. In 1990, Waite and
Papadopoulos109 computed γ analytically using a CNDO Hamiltonian to study the impact of hydrogen bonds on the
response of hydrogen fluoride multimers, up to 8 molecules. Later on, Malagoli and Thiel197 studied the frequency-
dependent γ response of aromatic (hetero)cycles as well as polymers ( < 50 atoms) with a MNDO/d Hamiltonian, pro-
viding acceptable comparisons to experiment. Different semi-empirical methods (including MNDO, AM1, PM3, and

FIGURE 17 Transient ESA spectra of N-methylfulleropyrrolidine192 (left panel) in toluene following a picosecond flash photolysis at

355 nm, attributed to the first singlet excited state and the first triplet excited state compared with sTD-DFT/ωB97X-D3/6-311+G(d,p)

calculations for the first and second singlet excited-state absorption spectra shifted by �1.0 eV. Transient absorption of PYP194 (right panel)

in 10 mM Tris–HCl buffer solution at pH 8.1, 1.5 ps after a 370 nm actinic excitation, compared with sTDA-xTB first singlet excitation,

absorption, “fake” stimulated emission, and the simulated transient spectra. Reprinted with permission from de Wergifosse and Grimme.24

Copyright 2019, AIP Publishing.
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PM6, among others) using a TD-HF cubic response were later assessed by Avcı198,199 on donor-acceptor chromophores,
advocating the use of PM6 or AM1 over MNDO.

In 2000, Bishop and Gu200 studied γ for diamond models from CH4 to C200H136. Second hyperpolarizabilities were
determined by FF differentiation of β, which were estimated by a coupled-perturbed approach using semi-empirical
Hamiltonians. Results reproduced in Figure 18 show that AM1, and PM3 methods predict larger γh i values than TD-
HF, while MNDO ones are similar. To extrapolate the static γ value of bare diamond, they used a least square fit
( γh i¼ nC γh iCþnH γh iH , where nC and nH are the number of carbon and hydrogen in each cluster, respectively), which
led to an estimate of γh iC, the contribution of carbon atoms to the second hyperpolarizability. They also provided an
estimate of χ 3ð Þ for diamond (χ 3ð Þ ¼ N

V γh iC ¼ 2:68�10�14 esu, where N and V are the number of atom and the volume of
a unit cell of diamond). The comparison with the experimental value of χ 3ð Þ ≈ 4:92�10�14 indicates that semi-empirical
methods and TD-HF underestimate the γ of diamond.

In 2017, the interest in the molecular second hyperpolarizability was reignited by the measurement of third har-
monic scattering responses by two different groups.201,202 Materials with large χ 3ð Þ are of great interest in photonics, but
optical losses generally due to two-photon absorption should be minimized.21 The help from theory for the design of
new materials with large γ and minimal σ2PA at the wavelength of interest is of the outmost importance. For this pur-
pose, the implementation of the evaluation of γ at (X)sTD-DFT levels of theory will be soon started in de Wergifosse's
research group.

4 | CONCLUSIONS

This review presented developments and applications of modern sQC methods to compute non-linear optical properties
of large systems as well as an historical overview of early semi-empirical schemes for this purpose. A particular focus
was put on the sTD-DFT approach.22,87,89 In 2018, this method emerged as an excellent alternative to evaluate NLO
properties92 for large systems. The evaluation of any response property is a two-step procedure that includes the calcula-
tion of the ground state, either with wave function theory or with density functional theory based methods, and conse-
quently, the computation of response properties. As so, in the theory part of this review, we briefly addressed different
methods as HF, DFT, and especially their semi-empirical counterparts to obtain ground states of large systems. This
included DFTB variants: the successful xTB family of methods64 including the GFN2-xTB65 scheme to obtain ground
state geometries as well as the xTB part of sTDA/sTD-DFT-xTB approaches61 to determine ground state molecular
orbitals and their energies. To compute NLO response properties, we succinctly reviewed standard procedures including
FF, SOS, and TD-DFT methods. Then, a global view of sTDA/sTD-DFT methods22,87,89 was given including their
approximations and implementations to compute NLO properties such as the first hyperpolarizability,92 excited state

FIGURE 18 Mean static second hyperpolarizability [ γh i¼ 1
5 γxxxx þ γyyyyþ γzzzzþ2 γxxyyþ γxxzzþ γyyzz

� �
 �
, in a.u.] per atom of carbon (N)

versus the number of atom in the cluster, as computed by semi-empirical methods and HF.200 Adapted with permission from Bishop and

Gu.200 Copyright 2000, Elsevier Science B.V.A.
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absorption,24 and two-photon absorption.94 Details about the dt-sTD-DFT method27 was given, a method specially
designed to treat large systems with a central chromophore. The XsTD-DFT method was also introduced and will be
soon more detailed in another publication. Because the XsTD-DFT scheme is not parameter dependent anymore, the
distinction between semi-empirical methods and simplified ones is clearer.

The discussion part is divided in subsections for each NLO property of interest: the first hyperpolarizability, 2PA,
ESA, and the second hyperpolarizability. Regarding the first hyperpolarizability, because its measurement can be easily
implemented, most of past researches focused on this property. The simple FF approach was the first method used to
compute the static first hyperpolarizability.104 The SOS approach was the alternative route used at the time to compute
static and dynamic first hyperpolarizabilities. We showed in this review how both techniques, along with Hückel or
INDO Hamiltonian, were frequently applied for increasing system sizes in the late 20th century.108,110,118,119 Coupled-
perturbed methods emerged in the 1980s and 1990s as an alternative way to compute static first hyper-
polarizabilities.130–132,135,136 In the early 21st century, semi-empirical methods were mostly replaced by their full QM
counterparts because of the improved computational power. Still nowadays, large systems containing up to several
thousands of atoms such as FPs or FONs are out of the scope of standard time-dependent methods. This context moti-
vates the extension of the sTD-DFT scheme to the evaluation of second-order response properties,92 reigniting the inter-
est for semi-empirical schemes to compute NLO properties. This review gave an overview of the first applications of the
sTD-DFT method to compute the first hyperpolarizability of large ensembles of configurations for tryptophan-rich pep-
tides and the gramicidin A30 as well as ultra-large systems, including FONs28 and FPs.27,92 Thanks to the sTD-DFT
implementation, first hyperpolarizabilities of such large systems can now easily be computed within hours to a few days
while including effects of explicit surroundings. Simplified methods are a real asset to evaluate first hyperpolarizabilities
especially with the current sTD-DFT-xTB approach that can deal with very large systems such as FPs and FONs. The
sTD-DFT-xTB method enables to correctly reproduce the impact on β of structural dynamic effects, surroundings, and
clustering in reasonable amount of time while keeping a decent accuracy. Seibert30 shows that sampling the conforma-
tional space can have a large influence on second-order NLO properties especially for very flexible molecules such as
peptides. It is also necessary to find the lowest energy conformer. Beaujean et al.27 proposed the first all-atom QC meth-
odology to compute the first hyperpolarizability of a system as large as a FP. They showed that surrounding effects need
to be included to compute the frequency dispersion curve of bR to match experimental data. The dt-sTD-DFT scheme
was proposed by Beaujean et al.27 to decrease the computational cost of sTD-DFT calculations that include explicit
environment effects. Finally, Lescos et al.28 enlightened the origin of the large β enhancement of FONs thanks to the
sTD-DFT-vTB scheme, showing that the aggregation process introduces lower energy excited states that are in two-
photon resonance at the wavelength of the experiment.

Regarding 2PA, to the best of our knowledge, the first theoretical study was pioneered by Evleth and Peticolas148

already in 1964 and followed by a few other studies.150–154 In the late 1990s and at the start of the 21st century, using
the SOS approach with the INDO/MRD-CI method to compute 2PA cross-section, Brédas and coworkers155,156 proposed
design strategies for bis(styryl)benzene derivatives as well as bis(acceptor)-substituted bis(dibutoxythienyl)ethene and
bis(N-hexylpyrrolyl)ethene chromophores. After reviewing these works, recent studies using TD-DFTB2,29 PM6,
ZINDO/S,178 INDO/CIS, and INDO/CISD23 methods were presented. As the main subject of this review, we discussed
in details the ultra-fast evaluation of 2PA cross-sections at the sTD-DFT level of theory94 with three of its test cases: the
eGFP, a quadrupolar chromophore and its branched version, as well as the FMN and iLOV. For eGFP, with a model
including the chromophore and its first shell of surrounding residues, a striking agreement was obtained to reproduce
the experimental 2PA spectrum at the sTD-DFT-xTB level of theory. Another FP called iLOV was also characterized at
this level but including the entire protein into the calculation. Here again a striking agreement with respect to
experiment was obtained while no energy shifts were applied. This result extended the all-atom QC methodology to the
evaluation of 2PA cross-sections for systems as large as FPs.

Regarding ESA, to the best of our knowledge, only few studies focused on this property using semi-empirical
methods.190 In 2019,24 the evaluation of ESA at the sTDA and sTD-DFT levels of theory was implemented in the stda
program.87 In this study, de Wergifosse and Grimme24 interpreted the transient absorption of PYP with the help of a
sTDA-xTB calculation for the ESA of the first singlet excited state showing the suitability of this method to treat large
systems.

Finally, as it is not yet possible to evaluate the second hyperpolarizability with modern simplified methods, we only
focused on studies involving the evaluation of γ using semi-empirical methods. Note that the second hyperpolarizability
is usually less studied than β due to more challenging experimental requirements. Using FF methods, in the late 1960s,
π-conjugated compounds were studied by Schweig.104 This was followed by a few studies using the FF
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approach.106,121,131,132,195 More recently, the SOS approach was also used to evaluate γ at the ZINDO level of the-
ory.129,196 These studies included large fullerene onions containing up to 840 atoms. Using cubic response functions, a
few studies appeared in the 1990s using CNDO and MNDO/d Hamiltonians.109,197 Benchmark studies on donor-
acceptor chromophores of semi-empirical methods with respect to TD-HF were provided by Avcı.198,199 One noteworthy
study by Bishop and Gu200 studied the second hyperpolarizability of diamond using AM1 and PM3 methods. In 2017,
the interest in γ was reignited by measurements of the third harmonic scattering response.201,202 For applications in
photonics, materials with large γ and small 2PA cross-sections at the wavelength of interest are of the outmost impor-
tance. Soon, the implementation of γ at the sTD-DFT and XsTD-DFT levels of theory will start in de Wergifosse's
research group.

A recent perspective article22 reviewed method developments we planned for the future of sQC methods. Among
them, the XsTD-DFT method was the solution we found to improve the global accuracy of the sTD-DFT scheme provid-
ing better first hyperpolarizability frequency dispersions while removing its semi-empiricism. For strongly correlated
systems, while the spin-flip sTD-DFT (SF-sTD-DFT) method203 already exists, we plan to implement other flavors such
as a computationally efficient double hybrid version204,205 of (X)sTD-DFT methods, simplified versions of spin-adapted
(SA-)SF-TD-DFT206 and mixed-reference (MR-)SF-TD-DFT207 methods, or more ambitious method developments. We
also suggested the reintroduction of an approximated exchange-correlation kernel as for DFTB methods.208 Solvent
implicit nonequilibrium effects should be introduced in the stda program.87 The gradient and the Hessian is now being
implemented for XsTD-DFT/XsTDA and sTD-DFT/sTDA methods. In addition, in terms of new developments for the
evaluation of NLO properties of large systems, damped linear and nonlinear responses209–211 in both sTD-DFT and
XsTD-DFT frameworks will be implemented to cure for the divergent nature of response functions. Figure 11 illustrates
the divergence of the sTD-DFT-xTB response function at the resonance with an excited state in comparison to experi-
mental βHRS spectrum for the bacteriorhodopsin.27 This unphysical behavior is linked to infinite excited state lifetimes
accounted for in response theory that can be solved using damped response theory. These new implementations will be
extended to the evaluation of the third harmonic generation. For the moment, the xTB scheme is not working with the
XsTD-DFT method precluding its use to treat large systems. The xTB scheme needs to be specifically optimized for this
method. Furthermore, properties involving the magnetic moment operator will be explored, an area that remains
untouched by most sQC implementations. The evaluation of magneto-optical properties such as the Faraday effect,212

HRS optical activity, …213 will be implemented.
As demonstrated throughout this review, combining DFT or xTB ground states with the sTD-DFT method to com-

pute NLO response properties allows the treatment of systems up to several thousand atoms or of large numbers of con-
figurations. Consequently, computer-aided design of new (bio-)molecules with improved NLO properties, the fast
screening of many molecules for NLO applications, and evaluating NLO properties of conformer/rotamer ensembles
are now possible thanks to sQC methods. Currently, two of us are working on the impact of explicit surroundings on
2PA and the extension of the dt-sTD-DFT method to this property. This study includes the dynamical impact of includ-
ing explicit solvent molecules on the 2PA response of the FMN.23,172 The work on β and 2PA of FPs is currently
extended to new types of FPs as well as to co-crystals where we aim at providing new design guidelines for enlarging
σ2PA via changes in the intermolecular architecture. The γ of these systems will be characterized as soon as the imple-
mentation will be available. This will allow to extend our all-atom QC methodology to the evaluation of γ of large sys-
tems. The work on the first hyperpolarizability of aggregates of dyes is also continuing. Other applications are envision
for the future such as receptors in membranes, polymers, carbon dots, and so on.
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101. Miertuš S, Scrocco E, Tomasi J. Electrostatic interaction of a solute with a continuum. A direct Utilizaion of AB initio molecular poten-

tials for the prevision of solvent effects. Chem Phys. 1981;55:117–29. https://doi.org/10.1016/0301-0104(81)85090-2
102. Miertues S, Tomasi J. Approximate evaluations of the electrostatic free energy and internal energy changes in solution processes. Chem

Phys. 1982;65:239–45. https://doi.org/10.1016/0301-0104(82)85072-6
103. Cammi R, Cossi M, Mennucci B, Tomasi J. Analytical Hartree–Fock calculation of the dynamical polarizabilities α, β, and γ of mole-

cules in solution. J Chem Phys. 1996;105:10556–64. https://doi.org/10.1063/1.472771
104. Schweig A. Calculation of static electric higher polarizabilities of closed shell organic π-electron systems using a variation method.

Chem Phys Lett. 1967;1:195–9. https://doi.org/10.1016/0009-2614(67)85047-4
105. Oudar JL, Chemla DS. Hyperpolarizabilities of the nitroanilines and their relations to the excited state dipole moment. J Chem Phys.

1977;66:2664–8. https://doi.org/10.1063/1.434213
106. Matsuzawa N, Dixon DA. Semiempirical calculations of hyperpolarizabilities for extended π systems: polyenes, polyynes, and poly-

phenyls. Int J Quant Chem. 1992;44:497–515. https://doi.org/10.1002/qua.560440409
107. Murphy DM, Mingos DMP, Haggitt JL, Marder TB. Synthesis of icosahedral carboranes for second-harmonic generation. Part 2t.

J Mater Chem. 1993;3:3.
108. Beck B, Grummt UW. Semiempirical calculations of first-order hyperpolarizabilities: testing the performance of different methods in

comparison to experiment. J Phys Chem B. 1998;102:664–70. https://doi.org/10.1021/jp970592g
109. Waite J, Papadopoulos MG. The effect of the H-bond interactions on the first hyperpolarisability of (HF)n. A comparative study. Z

Naturforsch A. 1990;45:189–90. https://doi.org/10.1515/zna-1990-0217
110. Di Bella S, Fragala IL, Ratner MA, Marks TJ. Electron donor-acceptor complexes as potential high-efficiency second-order nonlinear

optical materials. A computational investigation. J Am Chem Soc. 1993;115:682–6. https://doi.org/10.1021/ja00055a043
111. Castet F, Champagne B. Simple scheme to evaluate crystal nonlinear susceptibilities: semiempirical AM1 model investigation of

3-methyl-4-nitroaniline crystal. J Phys Chem A. 2001;105:1366–70. https://doi.org/10.1021/jp003746s
112. Zyss J. Hyperpolarizabilities of substituted conjugated molecules. I. Perturbated INDO approach to monosubstituted benzene. J Chem

Phys. 1979;70:3333–40. https://doi.org/10.1063/1.437918
113. Zyss J. Hyperpolarizabilities of substituted conjugated molecules. II. Substituent effects and respective σ–π contributions. J Chem Phys.

1979;70:3341–9. https://doi.org/10.1063/1.437919
114. Zyss J. Hyperpolarizabilities of substituted conjugated molecules. III. Study of a family of donor–acceptor disubstituted phenyl-poly-

enes. J Chem Phys. 1979;71:909–16. https://doi.org/10.1063/1.438380
115. Nalin de Silva KM. Semi empirical and ab initio methods for calculation of polarizability (α) and the hyperpolarizability (β) of

fluorenyl molecular system: a comparative investigation. Comput Theor Chem. 2005;725:243–6. https://doi.org/10.1016/j.theochem.
2005.02.067

LÖFFELSENDER ET AL. 33 of 37

https://doi.org/10.1007/978-3-662-02781-3_20
https://doi.org/10.1063/1.4811331
https://doi.org/10.1016/j.comptc.2014.02.023
https://doi.org/10.1063/1.1747632
https://doi.org/10.1002/qua.22202
https://doi.org/10.1063/1.5037665
https://doi.org/10.1063/5.0020543
https://doi.org/10.1021/acs.jpca.2c02395
https://doi.org/10.1021/ja00172a038
https://doi.org/10.1021/ja00022a017
https://doi.org/10.1016/0009-2614(95)01082-K
https://doi.org/10.1021/ja01299a050
https://doi.org/10.1016/0301-0104(81)85090-2
https://doi.org/10.1016/0301-0104(82)85072-6
https://doi.org/10.1063/1.472771
https://doi.org/10.1016/0009-2614(67)85047-4
https://doi.org/10.1063/1.434213
https://doi.org/10.1002/qua.560440409
https://doi.org/10.1021/jp970592g
https://doi.org/10.1515/zna-1990-0217
https://doi.org/10.1021/ja00055a043
https://doi.org/10.1021/jp003746s
https://doi.org/10.1063/1.437918
https://doi.org/10.1063/1.437919
https://doi.org/10.1063/1.438380
https://doi.org/10.1016/j.theochem.2005.02.067
https://doi.org/10.1016/j.theochem.2005.02.067


116. Yoshimura T. Enhancing second-order nonlinear optical properties by controlling the wave function in one-dimensional conjugated
molecules. Phys Rev B. 1989;40:6292–8. https://doi.org/10.1103/PhysRevB.40.6292

117. Yoshimura T. Design and evaluation of organic nonlinear optical materials with a large Pockels effect. Mol Cryst Liq Cryst. 1990;182:
43–50. https://doi.org/10.1080/00268949008047786

118. Hammoutene D, Boucekkine G, Boucekkine A, Berthier G. The semiempirical challenge for the calculation of molecular hyper-
polarizabilities. Comput Theor Chem. 1993;287:93–7. https://doi.org/10.1016/0166-1280(93)87208-U

119. Barzoukas M, Fort A, Klein G, Boeglin A, Serbutoviez C, Oswald L, et al. Conformational dependence of the quadratic hyper-
polarisabilities of a series of push-pull diaryl acetylenes: an experimental and computational investigation. Chem Phys. 1991;153:457–
64. https://doi.org/10.1016/0301-0104(91)80058-P

120. Zyss J, Berthier G. Nonlinear optical properties of organic crystals with hydrogen-bonded molecular units: the case of urea. J Chem
Phys. 1982;77:3635–53. https://doi.org/10.1063/1.444266

121. Kurtz HA, Stewart JJP, Dieter KM. Calculation of the nonlinear optical properties of molecules. J Comput Chem. 1990;11:82–7. https://
doi.org/10.1002/jcc.540110110

122. Nénon S, Champagne B. Origin of the surface-induced first hyperpolarizability in the C60/SiO2 system: SCC-DFTB insight. J Phys Chem
Lett. 2014;5:149–53. https://doi.org/10.1021/jz402317x

123. Cheng LT, Tam W, Marder SR, Stiegman AE, Rikken G, Spangler CW. Experimental investigations of organic molecular
nonlinear optical polarizabilities. 2. A study of conjugation dependences. J Phys Chem. 1991;95:10643–52. https://doi.org/10.1021/
j100179a027

124. Cheng LT, Tam W, Stevenson SH, Meredith GR, Rikken G, Marder SR. Experimental investigations of organic molecular nonlinear
optical polarizabilities. 1. Methods and results on benzene and stilbene derivatives. J Phys Chem. 1991;95:10631–43. https://doi.org/10.
1021/j100179a026

125. Di Bella S, Ratner MA, Marks TJ. Design of chromophoric molecular assemblies with large second-order optical nonlinearities. A theo-
retical analysis of the role of intermolecular interactions. J Am Chem Soc. 1992;114:5842–9. https://doi.org/10.1021/ja00040a054

126. Kanis DR, Ratner MA, Marks TJ, Zerner MC. Nonlinear optical characteristics of novel inorganic chromophores using the Zindo for-
malism. Chem Mater. 1991;3:19–22. https://doi.org/10.1021/cm00013a009

127. Barzoukas M, Blanchard-Desce M. Molecular engineering of push–pull dipolar and quadrupolar molecules for two-photon absorption:
a multivalence-bond states approach. J Chem Phys. 2000;113:3951–9. https://doi.org/10.1063/1.1288367

128. He YY, Chen J, Zheng XL, Xu X, Li WQ, Yang L, et al. Spiral graphene nanoribbons with azulene defects as potential non-linear optical
materials. ACS Appl Nano Mater. 2019;2:1648–54. https://doi.org/10.1021/acsanm.9b00089

129. Tian WQ. Modeling nonlinear optics of nanosystems with sum-over-states model. J Comput Chem. 2012;33:466–70. https://doi.org/10.
1002/jcc.21992

130. Nicolaides CA, Papadopoulos M, Waite J. Calculations of induced moments in large molecules I. Polarizabilities and second hyper-
polarizabilities in some alkanes. Theor Chim Acta. 1982;61:427–36. https://doi.org/10.1007/BF00549035

131. Papadopoulos MG, Waite J, Nicolaides CA. Calculations of induced moments in large molecules. II. Polarizabilities and second hyper-
polarizabilities of some polyenes. J Chem Phys. 1982;77:2527–35. https://doi.org/10.1063/1.444123

132. Waite J, Papadopoulos MG, Nicolaides CA. Calculations of induced moments in large molecules. III. Polarizabilities and second hyper-
polarizabilities of some aromatics. J Chem Phys. 1982;77:2536–9.

133. Waite J, Papadopoulos MG. Dependence of the polarizability, α, and hyperpolarizabilities, β and γ, of a series of nitrogen heterocyclics
on their molecular structure: a comparative study. J Phys Chem. 1990;94:1755–8. https://doi.org/10.1021/j100368a010

134. Mestechkin MM, Whyman GE. Time-dependent Hartree-Fock calculations of the quadratic polarizability dispersion for molecules with
pronounced nonlinear optical properties. Opt Commun. 1993;95:92–6.

135. Parkinson WA, Zerner MC. The calculation of dynamic molecular polarizability. J Chem Phys. 1989;90:5606–11. https://doi.org/10.
1063/1.456413

136. Abe J, Shirai Y. Heterocyclic betaines exhibiting extremely large first hyperpolarizability: ab initio and INDO/S calculations. J Am
Chem Soc. 1996;118:4705–6. https://doi.org/10.1021/ja9535017

137. de Wergifosse M. Quantum chemical investigations of nonlinear optical compounds: from model to complex systems for second har-
monic imaging microscopy. Namur, Belgium: Presse Universitaires de Namur (Université de Namur); 2014.

138. de Meulenaere E, Nguyen Bich N, de Wergifosse M, van Hecke K, van Meervelt L, Vanderleyden J, et al. Improving the second-order
nonlinear optical response of fluorescent proteins: the symmetry argument. J Am Chem Soc. 2013;135:4061–9.

139. de Wergifosse M, Botek E, De Meulenaere E, Clays K, Champagne B. ONIOM investigation of the second-order nonlinear optical
responses of fluorescent proteins. J Phys Chem B. 2018;122:4993–5005. https://doi.org/10.1021/acs.jpcb.8b01430

140. De Meulenaere E, Asselberghs I, de Wergifosse M, Botek E, Spaepen S, Champagne B, et al. Second-order nonlinear optical properties
of fluorescent proteins for second-harmonic imaging. J Mater Chem. 2009;19:7514–9.

141. De Meulenaere E, de Wergifosse M, Botek E, Spaepen S, Champagne B, Vanderleyden J, et al. Nonlinear optical properties of
mStrawberry and mCherry for second harmonic imaging. J Nonlinear Opt Phys Mater. 2010;19:1–13.

142. De Meulenaere E, de Wergifosse M, Botek E, Vanderleyden J, Champagne B, Clays K. Prediction of first hyperpolarizability of fluores-
cent proteins. AIP Conference Proceedings. 2015;1642:522–5.

143. Deniset-Besseau A, Duboisset J, Benichou E, Hache F, Brevet PF, Schanne-Klein MC. Measurement of the second-order
hyperpolarizability of the collagen triple helix and determination of its physical origin. J Phys Chem B. 2009;113:13437–45.

34 of 37 LÖFFELSENDER ET AL.

https://doi.org/10.1103/PhysRevB.40.6292
https://doi.org/10.1080/00268949008047786
https://doi.org/10.1016/0166-1280(93)87208-U
https://doi.org/10.1016/0301-0104(91)80058-P
https://doi.org/10.1063/1.444266
https://doi.org/10.1002/jcc.540110110
https://doi.org/10.1002/jcc.540110110
https://doi.org/10.1021/jz402317x
https://doi.org/10.1021/j100179a027
https://doi.org/10.1021/j100179a027
https://doi.org/10.1021/j100179a026
https://doi.org/10.1021/j100179a026
https://doi.org/10.1021/ja00040a054
https://doi.org/10.1021/cm00013a009
https://doi.org/10.1063/1.1288367
https://doi.org/10.1021/acsanm.9b00089
https://doi.org/10.1002/jcc.21992
https://doi.org/10.1002/jcc.21992
https://doi.org/10.1007/BF00549035
https://doi.org/10.1063/1.444123
https://doi.org/10.1021/j100368a010
https://doi.org/10.1063/1.456413
https://doi.org/10.1063/1.456413
https://doi.org/10.1021/ja9535017
https://doi.org/10.1021/acs.jpcb.8b01430


144. de Wergifosse M, de Ruyck J, Champagne B. How the second-order nonlinear optical response of the collagen triple helix appears: a
theoretical investigation. J Phys Chem C. 2014;118:8595–602.

145. Pracht P, Bohle F, Grimme S. Automated exploration of the low-energy chemical space with fast quantum chemical methods. Phys
Chem Chem Phys. 2020;22:7169–92. https://doi.org/10.1039/C9CP06869D

146. Duboisset J, Matar G, Besson F, Ficheux D, Benichou E, Russier-Antoine I, et al. Second harmonic generation from tryptophan-rich
short peptides: WnKm and gramicidin a. J Phys Chem B. 2014;118:10413–8. https://doi.org/10.1021/jp506416s

147. de Coene Y, van Cleuvenbergen S, van Steerteghem N, Baekelandt V, Verbiest T, Bartic C, et al. Fluorescence-free spectral dispersion
of the molecular first hyperpolarizability of bacteriorhodopsin. J Phys Chem C. 2017;121:6909–15. https://doi.org/10.1021/acs.jpcc.
7b00625

148. Evleth EM, Peticolas WL. Two-photon capture cross sections of pyrene and Benzpyrene from SCF–MO calculations. J Chem Phys.
1964;41:1400–7. https://doi.org/10.1063/1.1726080

149. Pariser R, Parr RG. A semi-empirical theory of the electronic spectra and electronic structure of complex unsaturated molecules.
J Chem Phys. 1953;21:466–71.

150. Honig B, Jortner J, Szöke A. Theoretical studies of two-photon absorption processes. I Molecular benzene. J Chem Phys. 1967;46:
2714–27.

151. Twarowski A, Kliger D. A search for a low-lying excited 1 a state in 1, 3, 5-hexatriene. Chem Phys Lett. 1977;50:36–40. https://doi.org/
10.1016/0009-2614(77)80675-1

152. Birge RR, Pierce BM. A theoretical analysis of the two-photon properties of linear polyenes and the visual chromophores. J Chem Phys.
1979;70:165–78.

153. Birge RR, Bennett JA, Pierce BM, Thomas TM. Two-photon spectroscopy of the visual chromophores. Evidence for a lowest excited
1Ag

�-like ππ* state in all-trans-retinol (vitamin A). J Am Chem Soc. 1978;100:1533–9.
154. Marchese FT, Seliskar C, Jaffé H. The use of CNDO in spectroscopy. XV. Two photon absorption. J Chem Phys. 1979;72:4194–203.
155. Albota M, Beljonne D, Brédas JL, Ehrlich JE, Fu JY, Heikal AA, et al. Design of organic molecules with large two-photon absorption

cross sections. Science. 1998;281:1653–6. https://doi.org/10.1126/science.281.5383.1653
156. Zheng S, Leclercq A, Fu J, Beverina L, Padilha LA, Zojer E, et al. Two-photon absorption in quadrupolar bis (acceptor)-terminated

chromophores with electron-rich bis (heterocycle) vinylene bridges. Chem Mater. 2007;19:432–42.
157. Masunov A, Tretiak S. Prediction of two-photon absorption properties for organic chromophores using time-dependent density-

functional theory. J Phys Chem B. 2004;108:899–907.
158. Frediani L, Rinkevicius Z, Ågren H. Two-photon absorption in solution by means of time-dependent density-functional theory and the

polarizable continuum model. J Chem Phys. 2005;122:244104.
159. Day PN, Nguyen KA, Pachter R. Calculation of two-photon absorption spectra of donor-π-acceptor compounds in solution using qua-

dratic response time-dependent density functional theory. J Chem Phys. 2006;125:094103.
160. Terenziani F, Katan C, Badaeva E, Tretiak S, Blanchard-Desce M. Enhanced two-photon absorption of organic chromophores: theoreti-

cal and experimental assessments. Adv Mater. 2008;20:4641–78.
161. Day PN, Nguyen KA, Pachter R. Calculation of one-photon and two-photon absorption spectra of porphyrins using time-dependent

density functional theory. J Chem Theory Comput. 2008;4:1094–106.
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