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ABSTRACT

Compliance with the European Union’s Platform-to-Business (P2B)
Regulation helps fostering a fair, ethical and secure online environ-
ment. However, it is challenging for online platforms, and assessing
their compliance can be difficult for public authorities. This is partly
due to the lack of automated tools for assessing the information (e.g.,
software documentation) platforms provide concerning ranking
transparency. Our study tackles this issue in two ways. First, we em-
pirically evaluate the compliance of six major platforms (Amazon,
Bing, Booking, Google, Tripadvisor, and Yahoo), revealing substan-
tial differences in their documentation. Second, we introduce and
test automated compliance assessment tools based on ChatGPT and
information retrieval technology. These tools are evaluated against
human judgments, showing promising results as reliable proxies
for compliance assessments. Our findings could help enhance regu-
latory compliance and align with the United Nations Sustainable
Development Goal 10.3, which seeks to reduce inequality, including
business disparities, on these platforms.

Data and materials: https://doi.org/10.5281/zenodo.10478546.
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LAY ABSTRACT

In the digital world, software powers online platforms such as mar-
ketplaces and search engines. For instance, software determines
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the display order of products on Amazon or hotels on Booking.com.
Understanding these systems is vital for businesses, yet the ex-
planations can be complex. The European Union mandates online
platforms to reveal the main parameters of their ranking algorithms,
aiming for fairness and reducing inequalities. However, ensuring
these platforms comply is difficult due to the lack of a standard
evaluation method. Our study examined explanations from Google,
Yahoo, Bing, Amazon, Booking, and Tripadvisor. We gathered in-
sights from three legal experts and over a hundred people to gauge
the clarity of these explanations, finding significant variations in
clarity across platforms. Reviewing these explanations manually is
cumbersome. To streamline this, we developed automated tools and
compared their effectiveness against human assessments. Our dis-
cussion revolves around how these tools can enhance transparency
on online platforms.

1 INTRODUCTION

In today’s digital landscape software is more than just lines of code,
it is a driving force behind economic activities and business oper-
ations [6, 7, 15]. This impact is particularly evident in the online
platforms’ ecosystem, especially regarding intermediation services
(e.g., marketplaces) and search engines. The software used by the
providers of these types of services plays a significant role in shap-
ing downstream business dynamics [8]. As software increasingly
becomes the backbone of society, attention is shifting towards its
interaction with people. One critical element of this relationship is
the need for clear and transparent software documentation, often
not provided by default to those who interact with software.

To address this issue, the European Union has introduced leg-
islation such as the Platform-to-Business (P2B) Regulation (EU)
2019/1150 [12]. Among other requirements, this Regulation im-
poses on platforms to provide easily accessible, comprehensible,
and detailed documentation explaining how ranking mechanisms
work and affect sellers, including business and corporate website
users (Article 5 and Recital 25 [9]). Such a measure aims to create
a more equitable environment for businesses that rely on online
platforms to connect with consumers. This resonates with Target
10.3 of the United Nations Sustainable Development Goals [25],
which aims to ensure equal opportunity and reduce inequalities
within and among countries.

However, producing documentation adhering to the P2B Regu-
lation is challenging for online platforms, as recently pointed out
by the European Commission (EC) [9]. Additionally, monitoring
the quality of documentation is challenging for platforms and reg-
ulators, affecting compliance assessment, law effectiveness, and
social well-being. This is largely due to the lack of standardized,
automated tools for assessing compliance across different platform
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providers. Hence, given the absence of standardized assessment
tools, we hypothesize to encounter varying levels of compliance
among platforms regarding ranking transparency.

To explore the extent to which online platforms actually produce
adequate documentation, as intended by the law, we first conducted
a manual assessment involving three legal experts from Belgium
(with respectively 7, 6 and 5 years of experience in legal research)
and more than 130 participants. Our focus is on evaluating whether
the software documentation from key online intermediation ser-
vices (i.e., Amazon, Tripadvisor, and Booking) and online search
engines (i.e., Google, Bing, and Yahoo) genuinely aids businesses
in understanding ranking mechanisms and can fulfill the objective
pursued by the Regulation. We expect this empirical study to vali-
date our initial hypothesis, affirming the variance in the quality of
explanations provided by different platforms.

As a second step, we investigate whether automated tools can
effectively assess compliance as a proxy for traditional surveys.
Given the recent popularity of generative Al, we experiment with
ChatGPT as a baseline assessment tool. We also propose an alter-
native approach, which combines ChatGPT with answer retrieval
technologies, offering a more transparent assessment based on a
novel metric, DoX [33, 34], designed to quantify the degree of ex-
plainability of documentation. We test these automated tools to
evaluate their correlation with human judgments, as obtained from
our empirical study. We aim to identify these systems’ strengths
and weaknesses in predicting compliance and explainability.

The primary contributions of this work include:

(1) A checklist derived from the P2B Regulation and European
Commission guidelines for platform documentation quality
assessment.

(2) A method to automate assessment using the aforementioned
checklist through ChatGPT.

(3) A more deterministic, non-hallucinatory, and transparent
assessment tool than ChatGPT, which is based on a theory
of explanations from Ordinary Language Philosophy [1, 32]
and answer retrieval technology.

(4) An in-depth analysis of ranking documentation from six
major online platforms involving three legal experts and
over 130 potential customers.

(5) Methods that closely align with expert views on compli-
ance, illustrating their potential for ongoing monitoring by
authorities and the public.

(6) Source code for the automated tools and referenced data,
including manual assessments and checklist [30].

Considering the long-term societal ramifications, we argue that
effective automated tools can lead to the development of more
compliant, transparent software documentation and, consequently,
more equitable online platform ecosystems for businesses. This
potential transformation could significantly impact the pursuit
of the UN Sustainable Development Goal 10.3, which focuses on
reducing inequality.

2 RELATED WORK

This section compares our analysis of the P2B Regulation and the
proposed assessment tools with existing literature.
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In 2022, the Observatory on the Online Platform Economy [29]
conducted a study for the European Commission, focusing on the
P2B Regulation [26]. It examined terms and conditions of platforms
and analyzed feedback from business users. Despite changes by
major platforms like Amazon, Facebook, and Google, over half of
the business users did not see improvements in the transparency
of terms and conditions and ranking practices.

Subsequently (September 2023), the European Commission pub-
lished a review on the implementation of Regulation (EU) 2019/1150
[9]. Their methodology included interviews and analysis of online
platform terms, finding that compliance with the P2B Regulation
remains a challenge despite improvements in transparency. In par-
ticular, the European Commission noted that ‘in many cases, the
basic information provided, for example, on ranking, is potentially
insufficient’ (p.9).

In contrast to the approach we propose in this paper, the review
of both the European Commission [9] and the Observatory [26]
employed manual assessments. They do not incorporate a detailed
quantitative analysis concerning the ‘quality of the explanations’
found in the terms and conditions.

Additionally, Lukovic [23] examined the context and actors of
platform rankings. This study details the ranking transparency
obligations set by the P2B Regulation and offers critical insights
into the framework’s limitations. Bibal et al. [4] situate the P2B
Regulation’s ranking parameters within a broader EU context that
mandates explanations for Al systems. This work sheds light on
the intentions of EU legislators and specifies the type and extent of
information essential for technical compliance. The approaches of
both Lukovic [23] and Bibal et al. [4] differ from ours as they neither
evaluate platforms’ adherence to the Regulation nor introduce tools
to enhance regulatory compliance. These elements are actually
absent from existing literature, to our knowledge.

In our research, we focus on the documentation associated with
the P2B regulation. In particular, we evaluate the potential advan-
tages and limitations of leveraging ChatGPT’s prompt engineering
for assessment purposes. While ChatGPT has previously been har-
nessed for various tasks such as evaluating student responses [22]
or human behavior [28], we instead apply it to assessing software
documentation.

Distinguishing our work from prior studies, we propose a method
designed to evaluate also the clarity and explainability of soft-
ware documentation, an aspect often overlooked. This undertaking
complements the growing academic interest in developing both
semi-automatic and fully automatic techniques to uphold software
documentation quality [16, 17].

3 BACKGROUND

This section explores the EU’s P2B Regulation, fostering fairness
in online platform-business interactions, alongside the European
Commission’s ranking transparency guidelines. It also introduces
the DoX metric for measuring explainability, setting the stage for
later discussions on assessment tools.

3.1 P2B Regulation & Guidelines

In 2019, the EU adopted the P2B Regulation [12] to improve fair-
ness and transparency for online platforms in their dealings with
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businesses. As noted by Prastitou-Merdi [27], it targets online inter-
mediation services, 1.e., services that allow business users to offer
products to consumers and are based on contractual relationships
(see Art. 2.2). The Regulation also covers online search engines,
where users can search the internet (Art. 2.5).

The Regulation identifies two primary beneficiaries: business
users and corporate website users of platform services. Business
users are private entities acting commercially, offering goods or
services to consumers via online intermediaries (Art. 2.1); Corporate
website users are entities using an online interface, like a website
or software, for professional activities to offer goods or services to
consumers (Art. 2.7).

The Regulation requires online intermediation service providers
to keep their terms and conditions easily accessible to business
users, written in clear language (Art. 3.1). They must disclose certain
information therein, such as the main criteria for ranking offers
to consumers, and the reasons for their importance (Art. 5.1), as
mentioned by Hacker et al. [18]. Similarly, online search engines
must provide a clear, public description of the main parameters that
determine ranking and their significance (Art. 5.2 [9]).

The EU legislator seeks to ensure online platforms offer expla-
nations for business and corporate website users about ranking
mechanisms [9, 29]. This includes understanding how rankings con-
sider offer characteristics, relevance to consumers, and for search
engines, website design traits (Art. 5.5). Explanations must also
clarify the ability to influence ranking through payments and their
impacts (Art. 5.3).

The primary objectives of the legislator in enforcing ranking
transparency are twofold: (1) to empower businesses in the presen-
tation of their offers online, enhancing competition in downstream
markets (Recital 24) and (2) to enable businesses to compare ranking
practices, promoting competition among online platforms in up-
stream markets (Recital 24). These objectives align with the United
Nations Sustainable Development Goal 10.3 on reducing inequality.

To enhance compliance with ranking transparency, the Regula-
tion required the European Commission to adopt Guidelines (Art.
5.7). In short, the European Commission’s Guidelines [10] are a
non-binding text (pt. 9 [10]) that elaborates on the content of the
binding P2B Regulation.

The European Commission’s Guidelines emphasize that online
platforms’ explanations should be tailored to the needs and tech-
nical abilities of average users, differing based on the service type
(pt. 17). The descriptions should offer more than a mere list of
main parameters and give a secondary layer of information (pt. 22).
Descriptions should not be overly brief or misleading (pt. 98). More-
over, the explanations should cover all main ranking parameters,
indicating exhaustive lists (pt. 24).

Regarding the form that the explanations should take, both the
Regulation and the Guidelines use the term ’drafted’ in English,
which refers to written content.! To verify this, we looked into the
French versions of both texts. The French translation of the Regula-
tion refers to redacted explanations (‘rédigées’) within their terms
and conditions for online intermediation services (Art. 3.1 and 5.1).

!For definitions and examples of the transitive verb form of "draft,’ refer to the Cam-
bridge Dictionary at https://dictionary.cambridge.org/fr/dictionnaire/anglais/draft.
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For search engines, the exact text uses the words ‘to state’ (‘énon-
cée’), which do not imply the use of one form over another (Art. 5.2).
The Guidelines, however, refer at some point to the ‘redaction’ of
the explanations for both types of providers, potentially implying
the use of a written medium in all cases (i.e., “lorsqu’ils rédigent
la description [...]", pt. 99). We also looked into the Dutch version
of the Regulation, which refers to ‘redacted’ content (‘opgesteld’)
regardless of the type of service provider (Art. 3.1 and 5.2).

3.2 How to Measure Explainability

The Degree of eXplainability, abbreviated as DoX, is a model-
agnostic metric introduced by [33, 34] to measure the clarity and
depth of explanations within a text. Grounded in Achinstein’s the-
ory [1], DoX equates the act of explaining to the process of an-
swering fundamental questions, referred to as archetypes. The more
archetypal questions a text can answer, the higher its explainability
rating. Notably, DoX can evaluate any content written in natural
language once what is to be explained is defined.

In particular, DoX measures similarity, exactness, and fruitful-
ness, as articulated by Carnap [24]. These measurements are then
merged to produce a numerical (DoX) score, providing the means
for a comparison of the quality of different explanations.

To calculate DoX scores, the relevance of a text snippet is assessed
and aggregated based on its relation to a collection of archetypal
questions informed by linguistic theories (see [34]). Specifically,
these relevance measurements are obtained employing pre-trained
deep language models tailored for general-purpose answer retrieval
[5, 21]. For examples on how DoX works, see the paper [34].

4 STUDY & CHECKLIST DESIGN

In this section, we detail our methodology for selecting platform
documentation, which we assess later on. We also describe our
method and process for developing an assessment checklist.

4.1 The Study

We independently investigate, beyond the studies and reports out-
lined in Section 2, the adequacy of documentation provided by
several prominent online platforms as mandated by the Regulation.
Our analysis focuses on software documentation from three major
online intermediation services (Amazon, Tripadvisor, and Booking)
and three online search engines (Google, Bing, and Yahoo).

We selected these platforms for their industry representativeness
and the audience profile they serve, which is very broad and allowed
us to perform a large-scale manual assessment (cf. Section 6.2).

In compliance with the P2B Regulation, intermediation services
are expected to provide their users with readily accessible informa-
tion within their terms and conditions (see Art. 3.1 and 5.1), and
search engines within a ’publicly available description’ (see Art.
5.2). However, our investigation revealed a convoluted landscape.
Information on ranking, which should be easily accessible, was
often dispersed across multiple pages, thus requiring users to navi-
gate through multiple re-directions. In addition, not all the selected
intermediation services consistently included this crucial data in
their terms and conditions, adding to the complexity of the retrieval
process.
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Most platforms, however, maintained a primary web page de-
tailing their ranking practices. This became our starting point. We
confined our search to these pages and any information within one
click’s distance. We also observed the use of audiovisual content
by some platforms, in particular by Amazon and Google, to explain
ranking mechanisms. However, these videos were excluded from
our study, in line with the developments held above on the provi-
sion of ranking information in a written form (see Section 3.1 and
Art. 3.1, 5.1, and 5.2).

For a quantitative perspective, Table 1 presents a breakdown
of the documents we retrieved from the six platforms, detailing
the number of associated links and the average word count per
document. Our online repository provides further details [30].

Table 1: Statistics on retrieved documents per platform.

Platform No. of Links  Avg. Words/Doc
Amazon 5 434.40
Bing 16 964.06
Booking 7 579.42
Google 52 1679.50
Tripadvisor 10 1653.90
Yahoo 3 174.00

4.2 The Checklist

To assess the documentation quality of selected platforms, we cre-
ated a checklist of essential questions, all needing positive responses
for an operator to meet ranking transparency requirements. These
questions were crafted by a legal expert and co-author of this study,
an academic researcher with expertise in EU law on information
and communication technologies and 6 years of experience. This
was done using an inductive coding approach [14], allowing the
checklist questions to emerge from the P2B regulation and guide-
lines by the European Commission. The checklist was developed
based on these materials through the following steps.

Firstly, we focused on terms like ‘ranking’ and ‘main parame-
ter’, which are legally defined and central to the P2B Regulation’s
explanations. However, they might be unclear to some users. There-
fore, we drafted two questions to verify whether these terms were
clarified in the platform’s documentation (cf. Q1 and Q2).

Secondly, we incorporated each of the individual elements explic-
itly required by the Regulation within its own question, taking into
account the wording of the legal text. These questions, therefore,
address matters such as (i) the provision of the main parameters
used for ranking (cf. Q3), (ii) how ranking considers the character-
istics of the goods and services offered to consumers (cf. Q5), (iii)
the extent to which such characteristics are taken into account (cf.
Q6), (iv) the existence of payments to influence ranking (cf. Q9),
and (v) the effects of such payments (cf. Q10).

However, the Regulation differentiates between two types of plat-
form operators: online intermediation services and online search
engines. Both are covered, but they face different requirements, as
in Articles 5.1 and 5.2, and point 7 of the Guidelines. Therefore, we
have created a different set of yes-or-no questions for each platform
type. Importantly, this task was led by solely paying attention to
the explicit requirements contained in the Regulation.
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Thirdly, we drafted additional questions based on the content of
the European Commission’s guidelines. Whenever these guidelines
explicitly raised new questions, proposed nuances to the require-
ments of the legal text, or gave best practices to comply with the
P2B Regulation and its objectives, we designed new questions to
take these elements into account and incorporated them into our
checklist. These questions relate to elements like i) the explanation
of what is most important in determining ranking (cf. Q12) and ii)
the internal process conducted by the platforms to determine the
main parameters (cf. Q14).

Fourthly, we revised certain questions’ wording, without altering
their meaning, to address issues in automated answer retrieval from
platform documentation. For example, Q11 initially included ‘all
the main parameters’ (cf. Guidelines, pt. 24). However, this phrasing
led to issues in automated scoring, as no platform explicitly states
that the provided list of parameters is exhaustive. To address this,
we modified Q11 by omitting the word ’all’, thereby improving the
precision of automated assessments.

The list of questions for online intermediation services is:

Q1 Does the documentation explain how ‘ranking’ is defined/define
‘ranking’?

Does the documentation explain how ‘main parameter used for
ranking’ is defined/define ‘main parameter used for ranking’?
Does the documentation provide the main parameters used for
determining ranking?

Does the documentation explain why certain parameters are
considered as the main ones for determining ranking instead
of others?

Does the documentation explain how the ranking mechanism
considers the characteristics of the goods and services offered
to consumers?

Does the documentation explain the extent to which the rank-
ing mechanism considers the characteristics of the goods and
services offered to consumers?

Does the documentation explain how the ranking mechanism
considers the relevance of the characteristics of the goods and

Q2
03
04

05

06

Q7

services, for consumers?

Does the documentation explain the extent to which the rank-
ing mechanism considers the relevance of the characteristics
of the goods and services, for consumers?

Does the documentation explain the possibilities to influence
ranking against direct or indirect payment (if any)?

Does the documentation explain the effects of payments, on
ranking (if any)?

Does the documentation explain how the ranking mechanism
works and, in particular, what the main parameters used are?
Does the documentation explain what is most important in
determining ranking?

Does the documentation explain why specific parameters were
selected as the main factors in determining the ranking of goods
or services?

Does the documentation explain the internal process conducted
by the provider to determine the main parameters for the rank-
ing of goods or services?

Does the documentation explain how users can improve the
ranking of their goods or services?

08

Q10
Qi1
Q12
Q13

Q14

Q15
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Q16 Does the documentation explain how users can alter the rank-
ing of their products or services through direct or indirect
payments to the provider, and what effect this has?

Q17 Does the documentation explain what the business logic behind
allowing users to affect the ranking of their products or services
through payments is, and what the potential consequences of
this are?

The set of questions for online search engines is mainly the same
but differs for three questions. Question 4 has been changed to ‘Does
the documentation provide the relative importance of the different
main parameters used in determining ranking?’. The difference
between both questions lies in two elements. Firstly, search engines
do not have to provide contrastive explanations, as they are not
explicitly required to explain why some main parameters were
selected as opposed to others. Secondly, search engines have to
specify the relative importance of their main parameters, whereas
intermediation services do not. Moreover, in accordance with the
legal text and to address the differences between types of services
at stake, we added two new questions:

Q18 Does the documentation explain how the ranking mechanism
considers the design characteristics of the websites?

Q19 Does the documentation explain the extent to which the rank-
ing mechanism considers the design characteristics of the web-
sites?

Although some of the questions, within each subset, might seem
quite similar at first sight, they all call for (at least slightly) different
answers, as they contain nuances that originate from the European
Commission’s Guidelines. For instance, questions number 4 and 13
appear to be very similar. However, question 4 puts emphasis on the
contrast between the parameters selected as main ones and other
parameters, whereas question 13 does not. Similarly, questions
number 3 and 11 seem quite close to each other. Yet, question 3
(based on the binding text of the Regulation) only refers to the main
parameters used, while question 11 (based on the non-binding
guidelines) additionally considers how the ranking mechanism
works in general.

5 AUTOMATED ASSESSMENT

This section delves into different strategies that use checklists to
assess compliance. While conventional methods, which require
manual examination of checklists against extensive documents (see
Section 4), are not only lengthy but also susceptible to personal
interpretations (as shown in Section 6.1), automated assessments
offer regulators and public authorities significant advantages. Au-
tomated systems provide consistency in evaluation, greatly reduce
the time required for assessment, and minimize the potential for
human error or subjective biases. For enforcement agencies, this
means faster, more reliable evaluations, ensuring more effective
oversight and public trust.

Hence, we hereby discuss two computational approaches. The
first uses off-the-shelf ChatGPT, while the second is based on an-
swer retrieval technology and the DoX metric (see Section 3.2) for
more robust and transparent evaluations.
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5.1 ChatGPT-based Assessment

Using ChatGPT, we developed an automated algorithm to deter-
mine if documentation aligns with the criteria detailed in Section 4.
Given that ChatGPT models possess inherent limitations regarding
input size, our system design had to account for such constraints.
For example, GPT-4 limits inputs to 8192 tokens, while the GPT-3.5-
turbo-16k version allows for up to 16385 tokens.? Consequently, our
approach breaks the software documentation into segments that
adhere to GPT’s token restrictions. Each section is then individually
assessed against the checklist and is given a score between 1 (indi-
cating non-adherence) and 5 (indicating complete compliance), as
referenced in 6.1. After this assessment, the algorithm consolidates
these scores, selecting the highest score for every checklist point.
We used the following prompt to instruct the ChatGPT model:

Your task is to assess the compliance of this documenta-
tion based on the following question. Conduct a com-
pliance assessment, focusing on both the technical and
legal requirements.

Your assessment should start with a numerical score
from 1 to 5, where 1 indicates the question is not an-
swered at all and 5 indicates it’s perfectly answered.
Following the score, provide a brief explanation high-
lighting the strengths or weaknesses in addressing the
question. Consider the completeness, clarity, and legal
implications in your explanation.

For example, your assessment might look like: "Score: 3.
Explanation: The question was only partially answered.
While the technical aspects are covered, it lacks legal
disclosures.”

Question: {question}

Documentation: {chunk}

Additionally, we set the model’s "temperature’ to zero to reduce
randomness, thus ensuring more deterministic outcomes.

This approach showcases an elementary form of prompt engi-
neering?, aiming to direct the model towards expected outcomes.
Yet, the foundational prompt has inherent challenges. One major
issue is that segmenting extensive documentation can potentially
affect the integrity of the evaluation since pertinent data might
be split across various segments. The importance of this becomes
evident when considering that our system employs a max operator
to amalgamate scores, neglecting the differential significance of
each segment. Additionally, the simplistic nature of this prompt
renders the model prone to producing fabricated outputs [2, 3].

Considering these challenges, we have devised the improved
strategy presented in Section 5.2. This approach incorporates ad-
vanced prompt engineering and more transparent answer retrieval
mechanisms to effectively summarize lengthy documentation.

5.2 Assessing Explanation Quality with DoX

A key limitation of the standard ChatGPT-based approach presented
in Section 5.1 is its inability to quantitatively assess the quality of

2The GPT-4 and 3.5 versions cited are the 0613 variants, a snapshot taken on June 13th,
2023.

3Prompt engineering involves formulating precise task descriptions and examples to
steer the responses of language models [20].
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explanations. Capturing this characteristic is quintessential to deter-
mine if the documentation provides clear explanations, especially
when it comes to the legal requirements of the P2B Regulation. For
instance, a platform’s documentation stating ‘Rankings are based
on algorithms’ might be accurate, but lacks the necessary depth. Ac-
cording to the principles of Ordinary Language Philosophy [1, 32],
a proper explanation would provide more context, such as ‘Rank-
ings are determined by algorithms that consider factors like user
engagement, relevance, and content quality’

Ashighlighted in Section 3.2, the DoX metric is designed to assess
such qualities and estimate the degree of explainability of a given
documentation. Thus, we have devised a technique that combines
a transparent, theory-based answer retrieval system (optimized
for parsing lengthy documentation efficiently), ChatGPT (to sift
through and paraphrase the retrieved answers), and the DoX metric
(to estimate the explanatory power of a text).

In particular, we employ the same neural retrieval model [31]
used by the DoX algorithm (cf. Section 3.2) to extract the answers
to the checklist questions from the documents and ChatGPT to
refine them into comprehensive explanations. Then, DoX is used
to measure the explanatory quality of the answers to the checklist
questions. Using the earlier example for clarity: while both answers
‘Rankings are based on algorithms’ and ‘Rankings are determined
by algorithms that consider factors like user engagement, relevance,
and content quality’ would achieve similar relevance ratings, the
first would score lower on the DoX metric, indicating its limited
explanatory depth.

Notably, a checklist is framed for binary responses, but common
answer retrieval tools (such as the one we adopted) are more suited
for open-ended queries, being designed for paragraph-length re-
sponses. As a result, we had to modify the checklist questions from
Section 4 to accommodate a more open-ended format.

Converting these questions often means reshaping them to target
the specific information needed. For instance, take the transition
from the closed-ended question, ‘Does the documentation explain
how ’ranking’ is defined?’ to its open-ended counterpart, ‘How is
‘ranking’ defined?’. While both queries focus on the interpretation
of ‘ranking’, the second one elicits a more comprehensive answer
rather than a mere yes or no.

Here is a more detailed breakdown of the steps involved in this
conversion process:

(1) Identify the Key Element: First, identify the essential piece
of information that the original question aims to find out.
This is often buried in clauses like ‘Does the documentation
include....

(2) Re-frame as Direct Question: Next, rephrase the question to
ask directly about that key element.

With these modifications, the questions become more straightfor-
ward and easier for the information retrieval system to address.
Subsequently, the answer retriever selects the top 20 best answers
from documentation paragraphs. Each answer gets a pertinence
score from 0 to 1, with scores near 1 indicating higher relevance
to the question. On the other hand, ChatGPT identifies incorrect
responses and aggregates the correct ones into a cohesive binary
answer. While the answer retriever can work without ChatGPT,
using them together produces better-quality answers. ChatGPT is
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more intelligent and better than the adopted answer retriever at
detecting incorrect answers.

We used the ChatGPT version based on the GPT-4 architecture,*
while the specific prompt template we used is:

Output a comprehensive answer based only and exclu-
sively on the information within the paragraphs below
(if any can be used to answer) which were extracted from
the documentation to be assessed. If no paragraph can
answer the question, then output only "No, I cannot an-
swer". Otherwise, the comprehensive answer must con-
tain citations to the source paragraphs, e.g., blablabla
(paragraphs 1 and 2), blabla (paragraph 0). It should
also start with "Yes" if the answer is positive, "No" if
the answer is negative, or "N/A" if the answer is not
available.

Question: {question}

Paragraphs: {contents]

This template is designed for re-elaborating the output of an
automated answer retrieval system like the one we employed. The
prompt consists of guidelines on how to form a comprehensive
answer based on the paragraphs provided for a specific question. It
asks the system to generate an answer solely based on the infor-
mation found in these paragraphs. It also requests that the source
paragraphs be cited in the final answer for transparency. If no para-
graph can answer the question, then the system is instructed to
output ‘No, I cannot answer’.

To further dissect the instructions:

e ‘Output a comprehensive answer based only and exclusively
on the information within the paragraphs below’ means the
algorithm should strictly use the provided text.

e ‘if any can be used to answer’ directs the algorithm to check
the relevancy of the provided text snippets.

e ‘If no paragraph can answer the question, then output only
"No, I cannot answer” serves as a guideline for cases where
the snippets do not have the required data.

o The directive that the answer ‘must contain citations to the
source paragraphs’ mandates the algorithm to reference its
sources, ensuring transparency and reliability.

The phrase ‘extracted from the documentation to be assessed’ is
a key instruction aimed at clarifying the scope of where the answer
should come from. This instruction is particularly necessary for
cases where the question might have an implicit answer within the
given documentation, but not an explicit one. In other words, it
helps ChatGPT make an inference based on the information that is
available, rather than stating ‘T cannot answer’ simply because an
explicit answer is not given.

Once this filtration and aggregation process is complete, we
apply the DoX metric to assess the explanatory depth of these
refined answers.

The culmination of this process is the explanatory relevance score,
which is calculated using the formula:

Explanatory Relevance Score = DoX ScorexMax(Pertinence Score)

Here, ‘Max(Pertinence Score)’ is essentially the highest pertinence
score among the retrieved correct answers for a checklist question.

“The version of GPT-4 used is 0613, a snapshot of GPT-4 from June 13th 2023.
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The explanatory relevance score thus stands as an aggregate metric
that captures both the depth of explanations and the specificity of
content in terms of compliance with the regulations embodied in
the checklist considered.

6 RESULTS

As suggested by the qualitative analysis presented in Section 4,
platforms may exhibit varying degrees of compliance regarding
ranking transparency. To verify this hypothesis, we went through
a manual assessment of the six selected platforms’ documentation,
seeking to understand how well they comply with the level of detail
and completeness of information required by the P2B Regulation.
Then, we compared the results from the manual assessment with
those obtained by using the automated assessment tools presented
in Section 5.

For our manual evaluation, we employed two distinct methods.
The first approach involved the expertise of three legal profes-
sionals who reviewed all relevant documentation and checklist
inquiries. Conversely, our second method engaged over 130 partici-
pants. Given the associated costs, this method was applied to just
two platforms and was narrowed to only four key questions.

The data mentioned in this paper and the code used for this
experiment are available at [30].

6.1 Comprehensive Review by Legal Experts

Three Belgian senior legal experts each independently rated the doc-
umentation of the six platforms identified using the checklist from
Section 4.2. Among these experts, two are academic researchers
specializing in EU law on information and communication tech-
nologies, with respectively 7 and 5 years of experience in this field.
The third, also well-versed in the same domain, with 6 years of
experience, is a co-author of our study. To avoid biased results from
this legal expert, as well as from the other two, three mitigation
measures were taken. First, the set of questions of the checklist was
elaborated objectively, before the evaluation of platforms’ documen-
tation. Second, the scores attributed to platforms’ documentation
during the assessments were based on an objective scale, described
below. Third, legal experts compared and discussed their individ-
ual assessments after they were collected, to verify whether bias
or other significant discrepancies appeared in the results of the
co-author of the study, which was not the case.

These experts were instructed to answer the checklist exclusively
based on the link sets identified in Section 4.1. Table 1 provides
more details on the size of these link sets.

The experts were requested to use a scale from 1 to 5, defined as
follows:

1: The question is not answered at all.

2: Indirectly or very poorly answered.

3: Partly answered.

4: Quite good, but not fully sufficient vis @ vis the legal stan-
dard.

o 5: Satisfactory — not necessarily perfect but close to the legal
standard.

This scoring system allows for easier averaging across both experts
and platforms, providing an aggregate measure of compliance.
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During this first manual assessment, we rapidly found out that
substantial differences existed between several platform operators.
As illustrated in Table 2, Bing led with an average compliance
score of 3.5. It was followed in descending order by Tripadvisor,
Amazon, Google, Booking, and Yahoo.? Given that a score of 2’
indicates a vague or indirect response, our findings resonate with
the observations made by the European Commission about the
quality of these explanations (Section 2).

Yahoo registered the smallest average variance in scores (0.12),
indicating minimal disagreement among reviewers. Conversely,
Bing and Google exhibited the most variance. As per Table 1, Yahoo
and Bing/Google respectively had the fewest and most links under
consideration, one might deduce that the volume of documentation
influences expert ratings. This makes intuitive sense, as processing
and retaining information from extensive texts can be challenging.

Table 2: Experts’ Assessment: Average compliance scores
given by the three experts for each platform, grouped by
type and sorted by score. The scores are averaged across all
the experts and all the questions for each platform.

Type Platform Average Compliance Score
TripAdvisor 2.627
Intermediary Service Amazon 2.569
Booking 1.745
Bing 3.544
Search Engine Google 2.088
Yahoo 1.228

Relying on only three legal experts, albeit realistic given the
expense of specialists in the P2B Regulation, could skew interpreta-
tions. The small sample size of experts might not cover the breadth
of possible scenarios or the diversity of people’s opinions. There-
fore, to mitigate this issue and corroborate the preliminary insights
with more empirical data, we initiated a broader empirical study, fo-
cusing on evaluating software documentation from leading online
intermediation services, namely Tripadvisor and Booking.

6.2 Large-scale Manual Assessment

Our larger scale empirical study involved 134 non-expert partici-
pants, sourced through Prolific.® Following the same methodology
as the study conducted with experts (Section 6.1), participants were
asked to evaluate the documentation identified for Tripadvisor and
Booking presented in Section 4.1. They rated, on a 1-5 scale, how
effectively the documentation answered questions related to the
explanatory information mandated by the P2B regulations.

Guided by the European Commission guidelines (Section 3.1)
stating that explanations about the ranking system should cater to
the ‘average’ users’ technical aptitude and needs for a given service
(Section 3.1), participants were instructed to adopt the perspec-
tive of business users employing online intermediation services or
online search engines.

5The low score for Yahoo is attributed to its reliance on Bing’s documentation, as our
assessment focused solely on Yahoo’s own documents.
®https://www.prolific.co
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Figure 1: Average agreement rates for participants review-
ing documentation on Tripadvisor and Booking, considering
review durations from five to zero minutes. Includes statis-
tically significant p-values for agreement rate comparisons
between platforms.

To maintain the study’s feasibility and ensure a median comple-
tion within approximately 10 minutes, we considered only four of
the 17 questions presented in Section 4 and limited the analysis to
the documentation of two intermediation services: Booking and
Tripadvisor. These were chosen based on the brevity of their expla-
nations (Booking is seven webpages long, Tripadvisor nine) and
were representative of the best and worst explanations among the
selected set of online intermediation services, as adjudged by the
legal experts.

We curated the four questions, drawing from the list in Section 4,
by considering the objective requirements of the regulation and its
main goal, i.e., being able to understand how the ranking works and
understanding how to improve/change the results of the ranking
to improve outcomes.

Eventually, the selected questions, modified to fit a 1 (strongly
disagree) to 5 (strongly agree) scale, were:

Q3 Clarity of Ranking Mechanism: The documentation clearly

and sufficiently explains the mechanics and main parameters

of the ranking system. Do you agree?

Rationale for Ranking Parameters: The documentation sat-

isfactorily clarifies why certain parameters are critical in deter-

mining ranking instead of others. Do you agree?

Improving Ranking: The documentation adequately instructs

users on how to improve the ranking of their goods or services.

Do you agree?

Q16 Altering Ranking Through Payments: The documentation
transparently discloses the paid options to improve ranking,
and the effects thereof. Do you agree?

Q4

Q15

The study was designed to have evenly distributed male and
female participants. Participants were only allowed from the UK’

7Since after Brexit, the UK has the discretion to retain, modify, or discard the provisions
of the P2B Regulation.
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or Ireland which are the only English-speaking countries where
the P2B Regulation applies. We applied further pre-screening on
the spoken language (participants had to be fluent in English) and
the Prolific approval rate [13] which had to be above 75%.

Eventually, the study results aligned with our initial expecta-
tions, with observed differences between the perceived quality of
explanations in the documentation of Tripadvisor and Booking. Fur-
thermore, a few one-sided Mann-Whitney U tests also confirmed
that these differences are statistically significant in most cases, as
summarized in Figure 1:

o Tripadvisor surpasses Booking in detailing the ranking mech-
anism (Q3) and its rationale (Q4). The effect sizes for these
observations are 0.42 and 0.44, respectively, suggesting a
moderately strong relationship.

e Conversely, Tripadvisor lags behind Booking when it comes
to guidance on enhancing rankings (Q15). This observation
has a notably larger effect size of 0.60, indicating a stronger
relationship.

e Regarding the transparency of paid ranking improvement
options (Q16), the effect size is 0.49, suggesting a moderate re-
lationship. Although no significant difference was measured,
Tripadvisor still slightly outperforms Booking.

As shown in Figure 1, a deeper engagement with the documenta-
tion (achieved by spending more minutes) highlights the differences
between Booking and Tripadvisor. That is because, intuitively, the
longer one spends reading the documents, the more likely they are
to notice nuances and differences.

However, only 55 of the 134 participants dedicated more than
5 minutes to reading the documentation. This points to the im-
portance of providing brief and clear summaries at the start of
documentation for quick information access. This would ensure
that the most relevant information is efficiently communicated to
non-expert users, within a reasonably limited timeframe.

The data in Figure 1 closely align with the experts’ evaluations for
each question. For instance, for Q3, experts ranked Tripadvisor at
an average of 4.66, a score significantly higher than Booking’s 2.33.
In Q4, experts assigned Tripadvisor a rating of 3.66, outperforming
Booking’s 1.66. During Q15’s assessment, Booking garnered a score
of 4, marginally edging out Tripadvisor’s 3.33. For Q16, experts
gave Tripadvisor a 2.66, with Booking trailing at 1.

By cross-referencing the figures and experts’ scores, there is a
consistent pattern between the two, reinforcing the validity and
reliability of the study findings.

Importantly, these findings were not only statistically significant
but their effect sizes were medium to large, according to Cohen’s
conventional criteria. In particular, the effect sizes for Q3 and Q4
demonstrate a moderate practical advantage for Tripadvisor. While
a large effect size for Q15 underlines the shortcomings of Tripadvi-
sor when compared to Booking.

6.3 Automated Assessments

As shown so far, online platforms often struggle to produce clear
documentation that complies with regulations like P2B. Evaluating
and ensuring the quality of such documentation is challenging,
largely due to the lack of standardized automated tools for assessing
compliance and explainability across different platform providers.
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Table 3: Comparative Statistical Data: Booking vs. Tripadvi-
sor. Average scores are shown with their standard deviation.
For each question, the best scores are shown in bold.

Booking | Tripadvisor

Q3: Clarity of
+ 0. . + 0.

Ranking Mechanism 3.56£095 | 3.81+0.86
Qé: Rationale for 343+ 1.04 | 3.66 +0.96
Ranking Parameters
Q15: Improving Ranking | 3.79 + 0.89 | 3.44 + 0.91
Qte: Altering Rankdng | ) 07\ ) 17 | 5971 124
Through Payments

To address this, we employed the assessment tools detailed in
Section 5. Our aim was to determine if these tools’ evaluations are
consistent with expert opinions and the empirical findings discussed
in Sections 6.1 and 6.2. We also compared their performance against
baseline methods such as constant "Yes" responses and random?®
assessments.

The findings in Table 4 show that the DoX-based method and
ChatGPT 3.5 match experts’ evaluations 63.88% of the time. How-
ever, ChatGPT 4 is the least effective Al tool, performing even
worse than random assessment. Since ChatGPT is a black-box, un-
derstanding why this occurs is impossible to us.

The scoring between the experts and ChatGPT was normalized
as follows: any response scoring 3 or higher (indicating the question
is “partially answered", as detailed in Section 6.1) was categorized
as ‘Yes’, while scores below 3 were labeled ‘No’. The DoX-based
method already provides a straightforward ‘Yes’ or ‘No’ response.

Table 4: Agreements Rates: Percentage of outputs generated
by different automated assessment strategies that align with
that of the experts (Section 6.1). For example, for Bing, Chat-
GPT 3.5 agreed with the majority of experts’ answers 68.42%
of the time. Scores in bold are the highest row-wise.

Platform ChatGPT 3.5 | ChatGPT 4 | DoX-based | Random | Always Yes
Bing 68.42% 31.58% 68.42% 57.89% 73.68%
Booking 76.47% 29.41% 35.29% 35.29% 5.88%
Tripadvisor 58.82% 52.94% 64.71% 41.18% 58.82%
Amazon 47.06% 52.94% 64.71% 47.06% 64.71%
Google 36.84% 57.89% 52.63% 57.89% 31.58%
Yahoo 94.74% 94.74% 94.74% 42.11% 5.26%
All 63.89% 53.70% 63.89% 54.63% 39.81%

We also performed Mann-Whitney U tests and a rank biserial
correlation analysis to analyze the alignment between the explana-
tory relevance, pertinence, and DoX scores produced by the second
tool (Section 5.2) and the yes-or-no experts’ answers.

As shown in Figure 2, all three scores show a significant p-value
(less than .05), implying that the difference between the ‘Yes’ and
‘No’ groups in experts’ answers is statistically significant for each
score. The rank biserial correlation values range from -.456 to -.539,
thus suggesting a moderate to strong negative correlation between
the scores and the experts’ answers. The explanatory relevance
score correlates the best with the majority of answers, indicated by
the highest absolute value of the rank biserial correlation (-.539).

8We used 42 as a random seed.
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Figure 2: Boxplot comparing ‘Explanatory Relevance’, ‘Perti-
nence’, and ‘DoX’ by experts’ answers. Annotations indicate
p-values and rank biserial correlation (r).

7 DISCUSSION & THREATS TO VALIDITY

The findings from Sections 6.1 and 6.2 highlight a statistically signif-
icant disparity in compliance scores across diverse platforms. This
implies varying levels of compliance among platforms regarding
ranking transparency. A possible reason for this inconsistency is the
absence of standardized automated tools for gauging compliance
and explainability.

Section 6.3 implies that automated tools could offer a solution.
Notably, results indicate that ChatGPT 3.5 and the DoX-based ap-
proach, the best ones, align with the majority of experts 63.88% of
the time. However, they are far from flawless, indicating there is
considerable potential for improvement.

Delving deeper, the DoX-based approach seems to perform better
than GPT-3.5 when evaluating longer documents. As illustrated
in Table 1, for documentation from Google (52 docs, averaging
1679 words each), Bing (16 docs, averaging 964 words each), and
Tripadvisor (10 pages, averaging 1653 words each), the DoX-based
method achieves agreement rates of 52.63%, 68.42%, and 64.71%,
respectively. In contrast, GPT-3.5 scores 36.84%, 68.42%, and 58.82%.
These results can be attributed to the design of the DoX-based
approach, which is optimized to handle long documents effectively,
bypassing the input size constraints of ChatGPT.

We used ChatGPT without any fine-tuning. While the DoX-based
approach incorporates GPT-4, its performance exceeds that of GPT-
4 without answer retrieval. This hints at the instrumental role that
prompt engineering might have in bolstering these tools’ efficacy.

It is also crucial to understand the nuances of the DoX-based ap-
proach. Though this approach aligns with experts 63.88% of the time,
this alignment merely considers ChatGPT’s binary (‘yes’ or ‘no’)
responses and omits the explanatory relevance scores. An in-depth
examination of the alignment between the explanatory relevance
scores from our DoX-based methodology and expert responses re-
veals their potential in pinpointing documentation sections that are
non-compliant or inadequately articulated. Figure 2 illustrates that
lower scores correlate with expert disapproval. Thus, the feedback
depth from the DoX-based approach exceeds that of ChatGPT.

We acknowledge a potential limitation of this study: as discussed
in Section 4.1, the study focused solely on textual content. However,
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some platforms also feature video content or imagery that could
provide additional insights. Yet, for intermediation services at least,
it is compulsory to provide their explanations in written form (Sec-
tion 4.1), hence our decision to focus on textual content. We cannot
rule out that information not available in textual content could be
embedded in videos or images.

Given the performance scores, the fully automated tools should
not replace legal experts. These tools are effective at tracking flaws
in documentation, but their best use is with legal professionals. Au-
tomated tools could be used to determine if existing documentation
shows insufficient compliance, and if so, whether a legal expert is
needed to enhance the problematic documentation.

Finally, Table 4 highlights cases in which ChatGPT 3.5 is the
top performer, and cases in which the DoX-based method is more
effective. Thus, for the best results, it seems reasonable to suggest
combining both tools, then proceeding with manual validation.

8 SOCIETAL IMPLICATIONS

The qualitative assessment approaches to compliance measurement,
and automated tools that we proposed in the previous sections have
various societal implications, which we underline hereafter.

Our study provides concrete data and assessments of major mar-
ket actors’ documentation, in terms of compliance with a specific
piece of EU law. It goes beyond existing literature by combining
insights from legal experts, laypersons, and automated tools. This
research can highlight ranking practices impacting individuals, busi-
nesses, and society. It can also assist platforms in understanding
their level of compliance compared to competitors and addressing
any issues. These results are beneficial for society.

Additionally, the paper highlights that assessing the quality of
software documentation is a difficult, resource-consuming task, due
to the lack of standardized automated tools to evaluate compliance.
The paper also proposes a solution to this gap, in the form of auto-
mated assessment tools that are tested against human judgment.
The societal benefits of this solution include enhanced means for
regulators and public authorities to verify and force compliance
with ranking transparency requirements. This, in turn, may lead to
more balanced and fair markets for business and corporate website
users, as well as more competition between platforms, as intended
by the EU legislator. These benefits contribute to the United Na-
tions Sustainable Development Goal 10.3 [25], aimed at reducing
outcome inequalities and promoting equal opportunities.

Finally, our research explores approaches that can measure the
quality of explanations provided about software and algorithmic
processes vis-d-vis a legal standard, which is actually a crucial field
of research. This is particularly due to the rapid development of
i) machine learning techniques and tools, ii) methods to explain
machine learning systems and their outputs [35], and iii) legal re-
quirements imposing explanations when such systems are used
[19]. In the context of our paper, it is clear that the ranking sys-
tems at stake include machine learning technology, which can be
difficult to explain to laypersons. As lawmakers impose on online
platforms to disclose information about these systems, it is par-
ticularly beneficial to society to be able to measure the quality
of the explanations provided and determine when an explanation
is insufficient or of poor quality. Besides, this reasoning and the
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tools that we develop can be transposed to other contexts implying
the compulsory provision of explanations in relation to machine
learning tools or outputs, such as the forthcoming AT Act (see, for
instance, Art. 13 of the proposed AI Act [11]).

9 CONCLUSIONS & FUTURE DIRECTIONS

The EU’s P2B Regulation requires online platforms to clearly ex-
plain their ranking procedures. In this context, we studied how
platforms like Amazon, Booking, Google, Bing, Tripadvisor, and
Yahoo comply with this regulation.

With three legal experts and feedback from 130 users, we ana-
lyzed the documentation. Our findings showed varying compliance
levels. One reason might be the lack of standardized assessment
criteria or automated tools.

To address this, we introduced two automated assessment tools.
First, given its popularity, we considered ChatGPT as an assess-
ment method. Next, we proposed a hybrid method (designed to
better handle long documentation) merging ChatGPT with answer
retrieval techniques and a new metric, DoX, to measure documen-
tation explainability.

When we compared the results from our automated tools to
manual assessments, they agreed with human evaluations 63.88%
of the time. This suggests these tools could help make the review
process more efficient. Importantly, the method based on DoX was
particularly good at assessing lengthy documents. Furthermore, its
explanatory scores aligned well with expert opinions, implying that
content with weak explanations tends to receive lower compliance
ratings from professionals.

While these tools have limitations, their continuous assessment
capability can be invaluable for regulators and the public. Combin-
ing them with expert judgment can promote transparent documen-
tation, essential for a fair digital business space. This transparency
aligns with goals like the UN’s Sustainable Development Goal 10.3,
fostering an informed and equitable online ecosystem.

Future improvements could refine these tools through better
prompt engineering, tailoring models like ChatGPT for compliance
tasks, and including multimedia analysis capabilities.
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