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Abstract— The main focus of this paper is to provide a glad

architectural solution built on the requirements fa a reaction

after alert detection mechanisms in the frame of Iformation

Systems Security and more particularly applied to ¢lecom
infrastructures security. These infrastructures aredistributed in

nature, therefore the targeted architecture is deveped in a
distributed perspective and is composed of three Is& layers: low
level, intermediate level and high level. The lowelel is dedicated
to be the interface between the main architecture rad the
targeted infrastructure. The intermediate level isresponsible of
correlating the alerts coming from different domairs of the
infrastructure and to deploy smartly the reaction ations. This
intermediate level is elaborated using multi-agentsystem that
provide the advantages of autonomous and interactiofacilities.

The high level permits to have a supervision viewfdhe whole
infrastructure, and to manage business policy defition. The

proposed approach has been successfully experimedtéor data
access control mechanism.

Keywords- Security Policy, Multi-agents systems, Architecture,
Distributed networks

. INTRODUCTION

Today telecommunication and information systems are

more widely spread and mainly heterogeneous. This Higsica

The realm of security management of information and
communication systems is actually facing many challefjge
due to the fact that it is very often difficult to:

e Establish central local decision

capabilities;

or permanent

Have the necessary level of information;

Quickly collect the information, which is critical in
case of an attack on a critical system node;

Launch automated counter measures to quickly block a
detected attack;

Based on that statements, it appears crucial to etebara
strategy of reaction after detection against theselett

Our previous work around that topic has provided first
issues regarding that finding and has been somewhat mésent
in [5]. This paper has proposed an architecture to highight
concepts aiming at fulfilling the mission of optimizingcsrity
and protection of communication and information systems
which purpose was to .achieve the following:

Reacting quickly and efficiently to any simple attack
but also to any complex and distributed ones.

involves more complexity through their opening and their
interconnection. Consequently, this has a dramatic drawbac
regarding threats that could occur on such networks via
dangerous attacks. This continuously growing amount of carry ] ) )
out malicious acts encompasses new and always more One of the main aspects in the reaction strategy derufis

sophisticated attacks techniques, which are actually exgos automating and adapting policies when an attack ocdurs.
operators as well as the end user. exists in the scientific literature a large number ofigqys

. ) L definitions and conceptual model. For the purpose of that
State of the art in terms of security reaction is bmhltq paper, we prefer the one provided by Damianou et dll4h
products that detect attacks and correlate them with fat is ‘Policies are rules that govern the behavior of a system”
vulnerability database but none of these products are tbuil (actors and sub components). The foreseen policy adapttion i
ensure a proper reaction to attacks in order to avwéif t considered as a regulation process. The main steps dafltbe p
propagation and/or to help an administrator deploy theegulation are described in Figure 1, which shows the psoces
appropriate reactions [1]. In the same way, [3] shgs at the  that takes the business rules as input, and maps them in
individual host-level, intrusion response often incluslesurity  technical policies. These technical policies are deplayedi
policy reconfiguration to reduce the risk of furtipemetrations  instantiated on the infrastructure in order to have astate of
but doesn't propose another solution in term of automatigmporary network security stability adapted to the orgjoin
response and reaction. It is the case of CISCO bas&d IDyttack. This policy reguiation is thereafter achieved in
material providing mechanisms to select and implemenodifying/adding new policy rules to reach a new standatg (
reaction decision. least up to the next network disruption) policy based on the
observation of the current situation of the system. Ittrbes

Ensuring homogeneous and smart communication
system configuration, that are commonly considered
and the main sources of vulnerabilities.



specified that this regulation process rely also on jeslic multiple choices due to multiple attacks, and in second hand
adaptation to a specific context. Those contexts and theutomatic method to validate the policy’s modificatiofsthe
modeling of concepts of org, role, activity, view aslained business level, the targeted foreseen solution wilable to
in [10]. Efficiently react against an attack, espéyiif this improve the resilience to attacks of core IP neksand, by
needs a change on an equipment configuration, ofteextension to large information systems, which form caiti
necessitates many checks that have to be performedentor infrastructures for communication and services today.

avoid bad side effects (conflict creation, services ktghétc.) The second section of this paper introduced requirement

that has to be taken into account for the definitiorptiesented

Organisation Policy's Mapping: ‘ wewnenores @rchitecture, section 11l introduce the architecture section
Business policy Businessto — [—PAY CPOITH—B iy IV illustrate it through a use case in telecommunicatio
Technical policy networks.

Agreement or
automation ?

L |

Servations :
Alert collection,

correlation and
analysis

II.  REQUIREMENTS ANALYSIS AND DESIGN

The architecture of such a reaction system must respect
some classes of requirements that has been synthésiteel
following: (TABLE I.)

Reaction decision

Palicy modification

Figure 1. Policy regulation

Consequently, policy regulation’s automation needs in one
hand the existence of a hierarchy between the rules énatas

TABLE I. REQUIREMENTANALYSIS
Requirement list Description
Business needs Laws and regulations dedicatedvat@isector exist and are continuously improvieguirements that enforce the top

management to be responsible regarding the needsdamation security (SOX, Basel 2, 1ISO27000).
Corporate policy and security policies are toolsasrttie cover of the business that face IS secisstyes. In that sensg,
security requirements are dictated by the busiaeddT staff implements them.

Accordingly, a business requirement is: when aachtoccurs, the technical IT committee adapts #séchpolicy to solve
the problem. This emergency modification of thesign policy needs to be validated or improved keypblicy businesg
owner before being introduced in production.

Scalability The system should be able to manage earstire security of several sub-systems (e.g. LAN subs-LAN) called
“managed systems”.

Availability There's always in IT systems a singlement, component, system, device, or persornighaticial for the mission and df
course the security; these item are called “sipglats of failure” and the management system shautdd them.

Confidence Current usage of automatic reaction logies is narrowed by end-user confidence into dhgtem. As a result,

operators often deactivate automatic featurese$istem.

Strong confidence can be established by desigayiegsthat reaction don’t contravene known businediies. Besides
a confidence measure must be provided for eachtmaoal process, where low confidence involves hansapport
(Agreement, Manual investigation, Reaction selegtidhus the system should provide granularityhia &automatic|
process.

Autonomy However, certain autonomy should be pregitb the managed systems, to avoid paralyzingtsituin case of loss of
connection with the global system. This autonoroyld enable the system on highly scalable netwaskR2P or Ad-
Hoc networks) and specifically when a peer could lpeanaged system or part of it.

Survivability and robustness The management systeoald implements means for being able to contioueinction during and after a damage |or
loss due to intentional malicious threats (i.evaa@bility), and unintentional hardware failuresirhan errors, etc. (e.g.
robustness).

Reaction applicability A reaction should be apfieato several managed systems or to targetedtebjElee reaction applicability should he

specified and adaptable considering the reactionthBrmore, a time defining the validity of the egan should be|
specified (temporary reactions for a certain tiovepermanent).

Alert management correlation Relatively to the alemtanagement, a global correlation between thésabeming from different managed systems
should be realized. The existing intrusion detectmpls generate alerts and the system just calledtprocess them, g
observation input. The alert should be used imntelgidoy the local level, for an rapid reaction ligo in a second time
for a more adapted reaction (if needed).

7]

Global supervision Furthermore, a global superigmmmon to all the managed systems) must aveilabbrder to manage detection ahd
reaction (based on policy) on widely spread systdndeed, alerts from all the managed systemsldHhm@icorrelated
together at the higher level of hierarchy. Thisesusion should be useful to check if the busirgs&cies are respectefl
at both management levels.




the complexity of a given organization and the size haf t
Ill.  AGENT BASED POLICY MANAGEMENT information system.

ARCHITECTURE

A. Overview and definitions

A Multi-Agent System (MAS) is a system composed of
several agents, capable of mutual interaction. Theaictien
can be in the form of message passing or producing changes
their common environment.

Agents are pro-active, reactive and social autonomous
entities able to exhibit organized activity, in order teettheir
design objectives, by eventually interacting with uséigent
is collaborative by being able to commit itself to suiety
or/and another agent.

An agent, like an object, encapsulates a state andeaibe
and provide moreover a number of facilities that are ::

* An agent has control on its behavior

* An agent decides in which state it is, even if external
event may influence this decision..

« An agent exerts this control in various manners

(reactive, directed by goals, social) 7
* MAS have several control flows while a system with , , _
objects has a priori only one control flow. Figure 2. Architecture Overview
The agents also have global behavior into the MAS, sucithe horizontal dimension, containing three basic components,
as: is presented in Figure 3. and its three main phases soahuzl
below:

» Cooperation: agents share the same goal .
1) Alert: Collect, normalize, correlate, analyze the alerts

* Collaboration: agents share intermittently the sameoming from the managed networks and representing an
goal, intrusion or an attack. If the alert is confirmed aotierent, it

«  Competition: incompatible goals between agents is forwarded to the reaction decision component. (Alert
. - ., . Correlation Engine-ACE).
An architecture description has been developed con3|der|ngz) Reaction DecisionReceive confirmed alerts for which a

the requirements described in the previous section. Tagea reaction is expected. Considering the knowledge of: thieypo

several different systems, due to their location, theuged th ; i d th ified behavibis. t
business domain or organization type, a distributed system € systems organization an € speciied behavious,

appropriate. Furthermore, a distributed solution shouldotee a COMPonent decide if a reaction is needed or not and define the

to bring some autonomy to the managed systems; robsstnekeaction, if any. The reaction will be modification(s),

survivability and availability are also impacted. addition(s) or removal(s) of current policy rules. (Bl

. . Instantiation Engine-PIE).

The architecture will be composed of several components, 3) Reaction Instantiati d deol t of th

called “nodes”, having different responsibilities. Thesedes .). zeaction Instantiation an eployment 0 € new

will be organized in two dimensions, as presented inrgig. . Policies, on the targeted networks. The deployment ~ Polic
Deployment Point — PDP) and enforcement (Policy

The Vel‘tlca| d|mens|0n, Structured |n |ayeI‘S re|atIVkEiythe Enforcement Point — PEP) of these new p0|iciesl leach®na

managed network organization, allows adding abstraction igecyrity state of the network. The terminology in dtaised in

going upward. Indeed, the lowest layer will be close to thenis section 4 is extracted from both: XACML [9] andBAC

managed system and thus being the interface between the yq [11].

targeted network and the management system. The higher

layer will expose a global view of the whole systend avill

be able to take some decisi.ons based on a more comple Alerts lert Policy Policy E:cvlljrity
knowledge of the system, business, and organization. Correlation reaction Reaction

engine decision deployement/ |Stat
Intermediate levels (1 to n-1) will guarantee flexikilind

scalability to the architecture in order to consider rgangent
constraints of the targeted infrastructure. Those midalie
levels are optional but allow the system to be bettapted to

Figure 3. The three basic components



An issue is raised considering which layer will be aldw components. It will encompass a set a rules governing the
to take a decision reaction: only one layer, two, svar all?  syntax, semantics, and synchronization of communication. In
If more than one layer can trigger a reaction on theesanthe section relating to technical requirements, we fs@en
object(s), there will be a conflict issue. Thus, theesysshould that nodes structure must be flexible in order to be able t
be able to provide mechanisms to solve conflicts betwe reorganize itself if a node fails or disappears. Eamtermust
several selected reactions. Another issue concerns tladso be autonomous in order to permit reorganizat@aen
agreement: at which level should it be asked? : A isolut these requirements, we think that the use of Multi-Agents
could be to ask it at the same level (or at an uppertbagjhe Systems is a solution to provide autonomy, flexibility and
reaction decision is made, this should be specified by e us decision mechanisms to each node by representing them by
A possible solution is a distributed, vertically layérand agents.
hierarchical architecture. The layer's number coulddapted
according to the organization of the managed systamsui
case, three layers are sufficient (local, intermedsed global).
The reaction system is composed of three main partsilene
management part, the reaction part and the police definit
deployment part. Three trees (alert, reaction and patioy)d
be placed side by side, as presented in Figure 2. Theseate
the same but their nodes have different functions. Tére take
collects the alerts with the local nodes and correlasgentin In our context we need an interaction definition in order to
several steps, one step by layer. A certain responsediosed  specify communication protocols between agents repregentin
by the system from the intrusion detection to the reactionpodes. We also need roles in order to specify what agiint
application. This time is increased if the reaction @s3cis have to communicate or act in order to detect intrgsimd
propagated to the upper layers, as presented in Figure 4.then react. Based on this needs, the use of an electronic
global goal is of course to shorten it. institution based on agents is one of the possibilitia e
will investigate.

As studied in the state of the art presented in [4], @fset
agents could be managed and controlled through an
organization. An organization is a set of agents playotes,
gathered in a normative structure and expecting to ashiev
some global and local objectives. Several modelsttikeroles
model, the tasks model, the interaction model, the norms
models etc specify an organization.

Respons¢ime =

2x(Propagatio time betweerlevels) The main goal of the reaction policy enforcement enggine

+(Processingand deploymenttime) to apply policies in terms of specific concrete rules
“technical” devices (firewall, fileserver, and otheystems

_ _ New named PEP). For that, we need means to make PIE, PDP and
Alerts et ey Policy ) |secyrity PEP interacting and collaborating. As we will see in the
orrelation reaction Reaction . . .
engine decision deployement] [Stat following section, the multi-agents systems conceptaaly

defines architectures and models for autonomous agents’
A , - W organization and interaction. Existing platform like JADE
Processing and deployment time

(Java Agent DEvelopment Framework) [18][19] implements
i agents’ concepts as well as their ability to communitste
| : exchanging messages and could simplify the reaction
\ Propagation time | components integration. This is the solution, which is ketai
| Propagation time to the local levels| hereafter. Foundation for Intelligent Physical Agents g5IP
to the upper levels [16], promotes the success of emerging agent-based
applications, services and equipment. Making availabla in
timely manner, internationally agreed specificationst tha
maximize interoperability across agent-based applicsitio
services and equipment pursues this goal. This is rdalize
through the open international collaboration of member
The next step of our research development is firstly th@rganizations, which are companies and universities eagtiv
definition of a reaction engine that encompass bothiteature ~ the agent field. FIPA's specifications are publicly ke.
components defined in that paper and communication engingey are not a technology for a specific application, but
between these components. This engine will be based onggneric technologies for different application areas, anglist
message format and on a message exchange protocol basedn§igpendent technologies but a set of basic technoldgzes t
standards such as [12]. Secondly, real cases must bedsitudie ¢an be integrated by developers to make complex systéms
order to experiment with the architecture and its aswatia @ high degree of interoperability.

protocol. The multi-agent framework that will be used her is JADE.
The message format will be defined in XML format andWe base ourselves on a survey made in [15] to arguehibat
will be structured around a number of attributes that wil2gent platform responds to the expectations in terms ofsagent
Specify the message source, the message destinatiotheand fUnCt|0naI|t|eS, SeCU”ty, Sa..fe pommunlcatlon betWeemme
message type (alert, reaction, policy request, policperformance and standardization.
modification, policy modification validation, decision and
synchronization). The protocol will define the exchangenfdr
and the workflow of messages between the architectu

Figure 4. Response time.

The following sections present the specification of the
rpoIicy enforcement engine deployment based on agents. After
fotivating this solution, we introduce agents and multiézye



theory and we detail the Policy Enforcement Point, jolic D. Communication specifications using Jade

Decision Point and the communications between them. JADE is a software framework fully implemented in dav
language. It simplifies the implementation of multidaige
systems through a middleware, which is FIPA complidhe

System Management

;Zﬁ,uggzmpg:fy agent platform can be distributed across machines (wiath
even need to share the same OS) and the configuration can be
controlled via a remote GUI. JADE ensures standard
compliance through a comprehensive set of system servic
and agents in compliance with the FIPA specificationsiing

Multi-Agent

service and yellow-page service, message transpoganihg
service, and a library of FIPA interaction protocolsdseto be
used.

System Platform

Reaction EnvelopeEncodingScheme  [Jjfiisisiiuisisislst ]
Registration -----------------.' ------------ i TransportProtocol

Figure 5. Multi-Agent System based enforcement@se deployment oy 0 |
Content ___'_sF_X_P_'?_S_S?ff_’?__
B. Policy Enforcement Point o !

1

We consider here the flow starting with a set of new “\f"”’a""s
policies to apply on physical PEP. We also consider ttit _ R
main components of the “policy enforcement architecture’ SYMBOL -5 oceoseneeeee {
(PIE, PDP and PEP) are composed of an agent (or mere) a
depicted on Figure 5. The PIE decides to apply new pslicie Figure 6. FIPA-ACL Overview

Its PIE Agent sends the policies to the PDP Agent, which

decides which PEP is able to implement policies in tesfns ~ The AMS (Agent Management System) provides the
rules or script on devices (firewall, fileserver, gtdhen, the naming service (i.e. ensures that each agent in therpahas
PDP Agent sends to PEP Agent of which PEP are concern@dunique name) and represents the authority in the platform (
by their corresponding policies. Finally, each PEP Agenthstance it is possible to create/kill agents on rencontainers
knowing how transforming a policy into a rule or script by requesting that to the AMS). The DF (Directory Fatibr)
understandable by the device interfaced implements theypoli provides a Yellow Pages service by means of which an agent
Consequently, agents do not represent only PDP but ea€hn find other agents providing the services he requiresiér o
component of a node (in the enforcement loop at least). Thi® achieve his goals. The ACC (Agent Communication
solution provides a multi-agent framework making possibl€Channel) is a high-level interface, through which mgssare

agents cooperating and communicating between them. sent using a MTP (Message Transport Protocol). FIPA-ACL
[17] is the standardization of ACLs developed by FIPELA
C. Policy Decision Point (Agent Communication Languages) are high level languages

Figure 5. represents the PDP architecture composed tI)O)? sed on speech acts (inform, request. cfp, agree, rst

several modules. For the multi-agent system pointedrythe -7) in order to establish collaboration, negotiation. ec

Component Configuration Mapper results from the interactionr::essage written by using an ACL describes a desired state
between the PDP Agent and the Facilitator Agent while thI stead of procedure or method call. ACLs are basedwn |

Policy Analysis module is realized by the PDP Agent. The%ggl ﬁ-?%%?ges for messages transportation (SMTP, PCP/

Facilitator manages the network topology by retrievittgP

Agents according to their localization (devices reget with FIPA-ACL messages are structured among other things
IP address or MAC address) or according to actions¢bald  with performatives (type of communication acts), sender
apply and their type (firewall, file server, etc.).rRbat the receiver, content, a language in which the content is sesgde
Facilitator uses white pages and yellow pages servides. and an ontology used to give sense to symbols used in the
JADE platform already provides implemented facilitatad a content expression. For instance, Agent A (the sender) c
searching services. Besides, the use of a multi-aystéem as send a FIPA-ACL message to Agent B (the receiver)
the framework provides flexibility, —openness andrequesting (use of performative request) something ¢obmf
heterogeneity. Actually, when we decide to add a ne®,Ee¢ =~ the message) in language SPL by respecting the protocol
just have to provide its PEP Agent able to concretelyyaiygl  “policyApply”. We choose SPL [7] to represent policieithin
policies that will register itself through the Faeitidr that will  the agent platform. Therefore, the content of the messédbe
update databases. be a XML file defining the policy to apply. The full FIPA



communication model is implemented in JADE and its The PEP will afterward send node after node to the cgnsole
components have been clearly distinct and fully integratedhrough the communication channel the state of thecyoli
interaction protocols, envelope, ACL, content languagesapplication and whether or not it is successfully appligu
encoding schemes, ontologies and, finally, transport gotto  dash lines with OK annotation illustrate it on Figure 7.

The transport mechanism, in particular, is like a chaorel
because it adapts to each situation, by transparently iolgoos
the best available protocol. Java RMI, event-notiiica
HTTP, and IIOP are currently used, but more protocais ke
easily added via the MTP and IMTP JADE interfacesidms Main container Container Container
this platform, a communication support is defined and agents
communicate by exchanging messages structured in
accordance with the FIPA-ACL formalism. As mentioned 3
before, the full FIPA communication model is implemented i
JADE. Being composed by agents, PIE, PDP and PEP ae abl

to communicate by exchanging messages. As a consequence, Hoss 127001
using an agent platform as JADE is in concurrency with other Locai port: 1099
PDP-PEP communications protocols and has the advantage to
already been implemented. A multi-agent system is atieol

to make the reaction components communicating and
collaborating without defining specific communication
techniques.

Host: 127.0.0.1
Local host :127.0.0.1
Port: 1099
Local port: 1099

PEP
(fileServer)

N
Ly
phlicy g Policy parsing [(7)
=
Policy repository

IV. RESUTS

A. Use case

Our use case focuses on accessing files through g Concale é/
telecommunication networks where we have to apply acmes ,.gg Policy mapping (8;
restriction, in writing, reading and executing rights orla fio Aamiistator potlr appivatol (5)

achieve that, the mechanism is based on the real applicdt
the access rights permission on a file server for afépesker,
under Windows and Linux environment.

test.txt

Jade environments are called containers. Typicatlya i
multi-agent application, there will be several contesin@vith Figure 7. Use case mechanism
agents) running on different machines. The first container . .
started must be the main container that maintains a tentra_Practically, concerning our prototype, for a samplethef
registry of all the others in order to permit thatregediscover D TD (Document Type Definition), we have:
and interact with each other.

After the platform start, the following operations arg <'POCTYPE POLICY[

executed: <!l--Object-->

1) PIEt _reglsters with its IP address to the ma N L EMENT object (target path)>

container. o ) <IELEMENT target href #PCDATA #REQUIRED>
2) PDP registers with its IP address to a containeneof { <IELEMENT path #PCDATA>

main container. _
3) PEP also registers with its IP address to another-Subjects-—>

contalngr of the main container. <IELEMENT subject(uid?,role* group*)>
4) The policy is send to the PIE. <IELEMENT uid (#PCDATA)>
5) PDP receives the message (policy) from the PIE. | <!ELEMENT role (#PCDATA)>
6) The PDP knows all PEP services, and according|t6'ELEMENT group (#PCDATA)>

this, it identifies and sends the policy to the right_,_actions—>

PEP.
7) The PEP parses the policy in order to remoye!ELEMENT action (parameter*, provision*)>
necessary element for the mapping <IATTLIST action name (read|write|create|delete) &RERED
. rea .
8) The PEP then mapped the policy to a specific,peoyreps permission(grant;deny)
execution C_Ommand (SeFfaCD- <IELEMENT provisional_action(parameter*)>
9) The policy is finally applied. <IATTLIST provisional_action name #CDATA #REQUIRED

timing(before|after) "after">

<!I--Condition-->




B deregistration into the directory facilitator. ThefPlE’s agent
<!IELEMENT condition ANY> registers into the main container and the other agentghiato
<I-Policy--> same or other containers. During the initialization anfbriee
<IELEMENT policy (property?,xacl* policyType+)> starting the platform, it also checks if the configurati
<IELEMENT xacl (object+,rule+)> parameters are correct.
<IELEMENT rule (acl)+> . , . . .
<IELEMENT acl (subject*privilege+ condition?)> The following platform’s configuration settings are
<IELEMENT policyType (#PCDATA) verified:
<IELEMENT property (propagation?,conflict-resobr?,default?)> . .
<IELEMENT propagation EMPTY> e The name of the host where the main-container should
<IATTLIST propagation read(no'up!down) "down" listen

write(nojupjdown) "down"
create(no'up'down) "down" e The Port number where the main-container should
delete(nojup;down) "up"> listen for other containers.
<IELEMENT conflict-resolution EMPTY>
<IATTLIST conflict-resolution read(dtp!ptp!ntp) fft e The platform-id.
write(dtpjptpintp) "dtp"
create(dtp!ptp!ntp) "dtp" e The Container local port number.
delete(dtpjptpintp) "dtp">
<IELEMENT default EMPTY> * The local port number.
<IATTLIST default read (grantjdenial) "denial”
write (grant'denial) "denial” e The local hosts IP address.
Idarial o
Sﬁgﬁiﬁﬁ'ﬁaﬁ?ﬁ)--dii?ﬁl . Figure 8. shows the two main classes used during the

application implementation.

This rule is written according to the DTD provided above

and based on the access control language. GenericAgent MASPlatform
<policy> + agertl ocaltlame - configProps
< > < > T
<§22r>y-rype FlleServerslpolicyType - messuresToBePer formedFilehame # MASPIatf.c-rmU .
<object> + Server MUY Conversationid o Lredetaincanainec
<object> + sgertParams + creasteCaontainer()
<target>text.txt</target> + RumberOfRequiredhLs + deploy Agent])
<path>/tmp</path>
</object>
</object> + startServer()
<rule>
<acl> + registerServiceinoDF()
<subject> + searchintalF()
<uid>bob</uid> + searchDFD
) <roles><role>Administrator</role></roles> + zendMeszager)
</subject>

<action name="read" permission="grant"/
<action name="write" permission="grant"

’ o Figure 8. Common package class diagram
<action name="execute" permission="dény g P g g

</acl> .
</rule> N Pars|ng
</xacl> With the “JDOM” libraries, we implement a policy parg
</policy> class, which receives a XML policy file and extrdw heeded

elements as for example the target, the action and th&epesi
By applying the mentioned above policy, the administratoconcerning the policy to be applied
called Bob receives the permission to read and write ginen
file (“TEST:TXT” in our case) located in a given ditegy
(“TMP” in our case). However, the permission to exedhte
file is denied.

Mapping
Policy rules are mapped to real commands. According to
our use case, the prototype is focused on the Linux
environment so as the kernel handles access right onvides
The approach presented here is based on a system that ua€s. option.
(1) multi agents’ architecture, (2) the access rightsgsion

on a file server, (3) the use case mechanism, (4) ttieyjsol * Linux ACLs . . )
DTD, and (4) a policy example. With this model, it is possible to give or restrights on a

file. Basically, in the Linux environment, rights agieen to the

: user, to the group to who belongs the file or to the ofetr.

B. Implementation ) . with the ACL’s we can expand the right to a number ofsise
The common package is composed of GenericAgent anghg groups. Setfacl and getfacl are the basic ACL comsnand

MASPlatform classes. This package is necessarylfattier  getfacl sets the rights by using the mounted ACL opticheof
packages. The application initializes service regismand  ernel. Example:



Isetfacl —m u:Geronimo :rw,g red :r-x,0:-—- .ftest  .txt]

This example enables read and write rights to the usélr]
Geronimo; it enables read and execute rights to thermgpg [
and finally no rights to the other. It is the setfaminenand that
we have implemented in our command mapping class. Getfacl
shows the user, the group and the other files access right
values. According to the version of the kernel usedemabled 3!
the kernel to support Access Control List (ACL) by miinm
the ACL option in the partition containing the files on o¥hi (4]
we want to extend rights. The policy java package csesmte
manages a vector with many policy rules. Each polity isua [5]
Hash Table and each Hash Table is characterized by its key
and value. The Hash Table’s keys are the XML tagstlaeid
values are the corresponding attributes. This packageginro
its classes gets all the characteristics of theytd be applied.

The elements like the action, the policy rule and the pojisy 6
are extracted from the parsed policy file.

V. CONCLUSIONS

In this paper we have presented an architecture developed
for an incident reaction system based on policy. As axgth [7]
in section 4, the main advantage of this architecturésis [g]
distributed structure. Moreover, the architecture cowvles
requirements needs described in section Il. The futuresaairk
our achievements will be the specification of a protocol
specification of the messages and thus the reactio[R]
methodology. This protocol and methodology will be dedtate (10]
to the architecture presented in this paper and shoplg t@
the issues raised in this paper.

We have tested our approach in many configurations. FéHY!
example, we launched each node of the application on a
different machine of the test bed network. And it wolksthis 1
we proved the distributed property of the applicationuFEg0
represents the basic case where all agents are launchad o
single machine. As it is shown on this figure, the host IR13]
address and the local host IP address are the same Q1D7.0. [14]

For the testing phase we made independently, executable
Jjar files for each agent. They are composed asielio [15]

The PIE agent is composed of: The common (setting,
starting the platform), the configfiles (platform’srdiguration
files), the lib (libraries, jar files used by JADEnd the PIE
packages.

[16]
[17]

The PDP agent is composed of: The common (settinqigl

starting the platform), the configfiles (platform’snéiguration
files), the lib (libraries, jar files used by JADEhe policyfiles
(policy parsing class) and the PDP packages. The P&R &g
composed of: The common (setting, starting the platform), thro]
configfiles (platform’s configuration files), theblllibraries, jar

files used by JADE), the policy(policy mapping , policy
execution command class) and the PEP packages. The
following figure, represents the PIE, PDP, PEP agemising.
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