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# Global computation of phase-amplitude reduction for limit-cycle dynamics 

A. Mauroy ${ }^{*}$<br>Department of Mathematics and Namur Institute for Complex Systems, University of Namur, B-5000 Namur, Belgium<br>I. Mezid $\dagger^{\dagger}$<br>Department of Mechanical Engineering, University of California Santa Barbara, Santa Barbara, CA 93106, USA


#### Abstract

Recent years have witnessed increasing interest to phase-amplitude reduction of limit-cycle dynamics. Adding an amplitude coordinate to the phase coordinate allows to take into account the dynamics transversal to the limit cycle and thereby overcomes the main limitations of classic phase reduction (strong convergence to the limit cycle and weak inputs). While previous studies mostly focus on local quantities such as infinitesimal responses, a major and limiting challenge of phaseamplitude reduction is to compute amplitude coordinates globally, in the basin of attraction of the limit cycle.

In this paper, we propose a method to compute the full set of phase-amplitude coordinates in the large. Our method is based on the so-called Koopman (composition) operator and aims at computing the eigenfunctions of the operator through Laplace averages (in combination with the harmonic balance method). This yields a forward integration method that is not limited to twodimensional systems. We illustrate the method by computing the so-called isostables of limit cycles in two and three-dimensional state spaces, as well as their responses to strong external inputs.


[^0]Oscillatory behaviors in biology, physics, and engineering are often related to high-dimensional limit-cycles dynamics. These possibly complex, highdimensional dynamics can be reduced to simple, low-dimensional dynamics through phase reduction. While classic phase reduction only captures the effect of small perturbations to the system, recent developments have introduced a more general phase-amplitude reduction, which is well-suited to large perturbations. This reduction is related to phase-amplitude coordinates associated with specific families of sets in the state space: the isochrons and the isostables. As a main limitation of phase-amplitude reduction, the computation of isostables is intricate and typically limited to local quantities such as infinitesimal responses. This paper presents a numerical method to compute the isostables in the whole basin of attraction of the limit cycle. This method relies on the framework of the Koopman operator, which allows to interpret the isostables as level sets of specific eigenfunctions.

## I. INTRODUCTION

High-dimensional limit cycle dynamics can be reduced to simple one-dimensional dynamics through phase reduction [10, 13, 28. In this framework, the phase variable evolving on the circle describes the state of the system and the phase response indicates the effect of external inputs. This powerful reduction has proved to be an accurate and efficient tool to describe the response of complex oscillatory dynamics, in particular in the context of neuroscience, where it is also convenient from an experimental point of view and useful to study collective behaviors (see e.g. [1, 6, 8]).

However, phase reduction is not valid when the convergence rate toward the limit cycle is too slow or when external inputs are too strong. This is due to the fact that the phase response does not capture the full system dynamics, but only the dynamics in the neighborhood of the limit cycle. For this reason, the past years have witnessed increasing effort to overcome this limitation. Higher order approximations of phase responses were proposed in [23, 24] and specific phase responses taking into account the effect of a train of several pulses were considered in [9, 21], among others. Alternatively, an elegant approach consists in augmenting the phase space with an amplitude coordinate which takes into account the
dynamics transversal to the limit cycle [3, 7, 11, 26]. In this case, one obtains a simple, reduced action-angle representation of the limit cycle dynamics. We focus on this approach in the present paper.

Phase-amplitude reduction is strongly connected to spectral properties of the so-called Koopman operator [2, 17]. It was shown in [14] that a specific eigenfunction of the Koopman operator can be used to define the phase coordinate, or equivalently that the level sets of this eigenfunction are the isochrons of the limit cycle [29]. In the case of systems with a stable equilibrium, the spectral properties of the Koopman operator were used to define an amplitude coordinate through a family of sets called isostables, which complements the family of isochrons [16]. This approach based on isochrons and isostables was extended in a straightforward way to limit cycles [27] and is in fact equivalent to phase-amplitude reduction proposed in [3, 7], since both induce a constant rate of convergence toward the limit cycle in the reduced coordinates.

Since the goal of phase-amplitude reduction is to take into account large perturbations that drive the state away from the limit cycle, it is natural to compute amplitude coordinates, or equivalently isostables, in the large. This not only allows to fully characterize the sensitivity to large perturbations, but also provides a global picture of the limit cycle dynamics. However, the global computation of amplitude coordinates is delicate and, to the authors knowledge, previous contributions mainly focused on local quantities such as the infinitesimal isostable (or phase) response (see [4, 22] in the large and [27] along the limit cycle).

In this paper, we compute the full set of phase-amplitude coordinates in the large. To do so, we exploit the Koopman operator framework and compute so-called Fourier and Laplace averages yielding the eigenfunctions of the operator. This method can be seen as an extension of the results of [16] to limit cycles, although numerical computations are more involved in this case and it is necessary to combine the technique with the harmonic balance method [25]. Our numerical method relies on forward integration and is efficient in high-dimensional systems. As it is shown, it can be used in particular to compute the global isostables of a limit cycle in two and three-dimensional state spaces. In addition to phase-amplitude coordinates, this forward-integration method can be used to compute the (infinitesimal) phase and isostable responses, thereby complementing previous approaches based on the adjoint method and backward integration [4, 22].

The rest of the paper is organized as follows. In Section II, we introduce phase-amplitude reduction within the framework of the Koopman operator, showing that the reduced coordinates are directly related to the eigenfunctions of the Koopman operator. In Section III, a method to compute the eigenfunctions of the Koopman operator (and their gradient) is presented, based on Fourier and Laplace averages estimated along the trajectories of the system. Section IV provides a few guidelines for numerical computation and illustrates the method with examples in two and three dimensional state spaces. Phase-amplitude coordinates are also used to study the effect of an external input on the system. Finally, concluding remarks are given in Section $V$.

## II. FROM KOOPMAN OPERATOR TO PHASE-AMPLITUDE REDUCTION

## A. Koopman operator

Consider a dynamical system

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{F}(\mathbf{x}) \quad \mathrm{x} \in \mathbb{R}^{n} \tag{1}
\end{equation*}
$$

which is equivalently described by the flow $\varphi: \mathbb{R}^{+} \times \mathbb{R}_{n} \rightarrow \mathbb{R}^{n}$, i.e. $\varphi(t, \mathbf{x})=\varphi^{t}\left(\mathbf{x}_{0}\right)$ is a solution to (1) with the initial condition $\mathbf{x}_{0}$. We assume that $\mathbf{F}$ is Lipschitz, so that this solution exists and is unique.

The group of Koopman operators associated with (1) is given by

$$
U^{t}: \mathcal{F} \rightarrow \mathcal{F}, \quad U^{t} f=f \circ \varphi^{t},
$$

for all $t \geq 0$ and all functions $f \in \mathcal{F}$, where $\mathcal{F}$ is a well-defined linear vector space that contains constant functions. A function $\phi_{\lambda} \in \mathcal{F}$ is an eigenfunction of the Koopman operator if it satisfies

$$
U^{t} \phi_{\lambda}=e^{\lambda t} \phi_{\lambda} \quad \forall t \geq 0
$$

for some $\lambda \in \mathbb{C}$. The value $\lambda$ is the corresponding eigenvalue and belongs to the point spectrum of the operator. It is easy to see that the constant function is an eigenfunction of the operator associated with the eigenvalue $\lambda=0$. Other eigenfunctions and eigenvalues capture the dynamics of the underlying system.

Assume now that the system (1) admits a limit cycle $\Gamma$ (of frequency $\omega$ ), with a basin of attraction $\mathcal{B}(\Gamma) \subseteq \mathbb{R}^{n}$. If the limit cycle is stable and normally hyperbolic, i.e. its Floquet exponents $\Lambda_{j}$ satisfy

$$
\Lambda_{0}=0, \quad \Re\left\{\Lambda_{j}\right\}<0 \quad \forall j=1, \ldots, n-1
$$

then the spectrum of the Koopman operator is completely characterized [19]. It includes the Floquet exponents and also captures the limit cycle frequency: the principal eigenvalues of the Koopman operator [20] are given by

$$
\lambda_{1}=i \omega, \quad \lambda_{j}=\Lambda_{j-1} \quad j=2, \ldots, n
$$

and there exist associated eigenfunctions

$$
\begin{equation*}
\phi_{\lambda_{1}}=\phi_{i \omega}, \quad \phi_{\lambda_{j}}=\phi_{\Lambda_{j-1}} \quad j=2, \ldots, n . \tag{2}
\end{equation*}
$$

that have support on $\mathcal{B}(\Gamma)$ and are continuously differentiable in the interior of $\mathcal{B}(\Gamma)$ [15].

## B. Phase-amplitude reduction of limit-cycle dynamics

The eigenfunctions of the Koopman operator can be used to derive an appropriate set of linearizing coordinates. Consider the eigenfunction $\phi_{\lambda}$ and the new variable $z(t)=$ $\phi_{\lambda}\left(\varphi^{t}(\mathbf{x})\right)$. Then, we have

$$
\dot{z}(t)=\frac{d}{d t}\left[\phi_{\lambda}\left(\varphi^{t}(\mathbf{x})\right)\right]=\frac{d}{d t}\left[U^{t} \phi_{\lambda}(\mathbf{x})\right]=\frac{d}{d t}\left[e^{\lambda t} \phi_{\lambda}(\mathbf{x})\right]=\lambda\left[e^{\lambda t} \phi_{\lambda}(\mathbf{x})\right]=\lambda z(t)
$$

Moreover, if the operator admits $n$ eigenfunctions $\phi_{\lambda_{j}}, j=1, \ldots, n$, such that

$$
\begin{equation*}
\mathbf{h}: X \rightarrow \mathbb{C}^{n}, \quad \mathbf{x} \mapsto \mathbf{h}(\mathbf{x})=\left(\phi_{\lambda_{1}}(\mathbf{x}), \ldots, \phi_{\lambda_{n}}(\mathbf{x})\right) \tag{3}
\end{equation*}
$$

is a diffeomorphism on a set $X$, then the dynamics (1) on $X$ are given by

$$
\dot{\mathbf{z}}=\left(\begin{array}{cccc}
\lambda_{1} & 0 & \cdots & 0  \tag{4}\\
0 & \lambda_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_{n}
\end{array}\right) \mathbf{z}
$$

in the new coordinates $\mathbf{z}=\mathbf{h}(\mathbf{x})$. In the case of normally hyperbolic limit cycles, it is shown in [12] that the transformation of coordinates (3) with the eigenfunctions (2) is a
diffeomorphism from $X=\mathcal{B}(\Gamma)$ to $\mathbb{C}^{n}$. It follows that the limit-cycle dynamics can be described by (4). Moreover, if $\lambda_{j} \in \mathbb{R}$, we define $r_{j}=z_{j}=\phi_{\lambda_{j}}$ and (4) yields $\dot{r}_{j}=\sigma_{j} r_{j}$ with $\sigma_{j} \triangleq \Re\left\{\lambda_{j}\right\}=\Re\left\{\Lambda_{j-1}\right\}$. If $\lambda_{j} \notin \mathbb{R}$, we define $r_{j}=\left|z_{j}\right|=\left|\phi_{\lambda_{j}}\right|, \theta_{j}=\angle z_{j}=\angle \phi_{\lambda_{j}}$ and (4) yields $\dot{r}_{j}=\sigma_{j} r_{j}, \dot{\theta}_{j}=\omega_{j}$ with $\sigma_{j} \triangleq \Re\left\{\lambda_{j}\right\}=\Re\left\{\Lambda_{j-1}\right\}$ and $\omega_{j} \triangleq \Im\left\{\lambda_{j}\right\}=\Im\left\{\Lambda_{j-1}\right\}$. Eliminating redundant variables (due to complex conjugate eigenvalues and eigenfunctions) and reordering the indices, we obtain

$$
\begin{array}{ll}
\dot{\theta}_{1} & =\omega \\
\dot{\theta}_{2} & =\omega_{2} \\
& \vdots \\
\dot{\theta}_{m+1} & =\omega_{m+1} \\
\dot{r}_{2} & =\sigma_{2} r_{2} \\
& \vdots \\
\dot{r}_{n-m-1} & =\sigma_{2} r_{n-m-1}
\end{array}
$$

where $m$ is the number of pairs of complex conjugate Floquet exponents. This corresponds to the phase-amplitude dynamics considered for instance in [3, 7]. The phases $\theta_{j}$ capture the periodic dynamics along the limit cycle and the amplitudes $r_{j}$ capture the transient dynamics toward the limit cycle. The limit cycle is associated with amplitude coordinates $r_{j}=0$ for all $j$.

The eigenfunctions $\phi_{i \omega}$ and $\phi_{\Lambda_{1}}$, with $\Re\left\{\Lambda_{1}\right\} \geq \Re\left\{\Lambda_{j}\right\}$ for all $j$, capture the dominant asymptotic dynamics. We can consider only the related coordinates $\theta=\angle \phi_{i \omega}$ and $r=\phi_{\Lambda_{1}}$ ( $r=\left|\phi_{\Lambda_{1}}\right|$ if $\Lambda_{1} \notin \mathbb{R}$ ), assuming that the other amplitude coordinates associated with faster dynamics are zero, i.e. $r_{j}=0$ for all $j \neq 1$. Denoting $\sigma \triangleq \Re\left\{\Lambda_{1}\right\}$, we obtain the reduced phase-amplitude dynamics

$$
\begin{align*}
\dot{\theta} & =\omega .  \tag{5}\\
\dot{r} & =\sigma r . \tag{6}
\end{align*}
$$

The phase variable $\theta$ is related to the asymptotic periodic dynamics in the longitudinal direction with respect to the limit cycle, while the amplitude variable $r$ is related to the convergent dynamics in the transverse direction. Moreover, the level sets of $\theta=\angle \phi_{i \omega}$ are the so-called isochrons of the limit cycle [14] and the level sets of $|r|=\left|\phi_{\Lambda_{1}}\right|$ are the isostables of the limit cycle [16, 22]. We note that, in the case of planar systems, this is
an exact (non-reduced) representation of the system in the basin of attraction of the limit cycle.

## C. Phase-amplitude response

We now consider the forced limit-cycle dynamics

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{F}(\mathbf{x})+\mathbf{G}(\mathbf{x}, t) \quad \mathbf{x} \in \mathbb{R}^{n} \tag{7}
\end{equation*}
$$

where $\mathbf{G}: \mathbb{R}^{n} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{n}$ is the input function. The reduced phase-amplitude dynamics are given by

$$
\begin{aligned}
& \dot{\theta}=\nabla_{x} \theta \cdot(\mathbf{F}(\mathbf{x})+\mathbf{G}(\mathbf{x}, t))=\omega+\nabla_{x} \theta \cdot \mathbf{G}(\mathbf{x}, t) \\
& \dot{r}=\nabla_{x} r \cdot(\mathbf{F}(\mathbf{x})+\mathbf{G}(\mathbf{x}, t))=\sigma r+\nabla_{x} r \cdot \mathbf{G}(\mathbf{x}, t)
\end{aligned}
$$

where $\cdot$ denotes the inner product and $\nabla_{x}$ denotes the gradient with respect to the state $\mathbf{x}$. The phase-amplitude dynamics are given in [22], where G is interpreted as a perturbation of the vector field $\mathbf{F}$. The gradient of $\theta$ is the phase response function (PRF) $\mathbf{Z}_{\theta}(\theta, r)$ and the gradient of $r$ is the isostable response function $\mathbf{Z}_{r}(\theta, r)$ (IRF). See also the definition of amplitude and phase response functions in [4]. These two functions can be expressed in terms of eigenfunctions of the Koopman operator:

$$
\begin{align*}
& \mathbf{Z}_{\theta}(\theta, r) \triangleq \nabla_{x} \theta=\nabla_{x} \angle \phi_{i \omega}(\mathbf{x}(\theta, r))=\frac{\nabla_{x} \phi_{i \omega}(\mathbf{x}(\theta, r))}{i \phi_{i \omega}(\mathbf{x}(\theta, r))}  \tag{8}\\
& \mathbf{Z}_{r}(\theta, r) \triangleq \nabla_{x} r=\nabla_{x} \phi_{\Lambda_{1}}(\mathbf{x}(\theta, r))
\end{align*}
$$

with $\mathbf{x}(\theta, r)$ such that $\angle \phi_{i \omega}(\mathbf{x}(\theta, r))=\theta, \phi_{\Lambda_{1}}(\mathbf{x}(\theta, r))=r$, and $\phi_{\Lambda_{j}}(\mathbf{x}(\theta, r))=0$ for all $j \neq 1$. Note that $\phi_{\Lambda_{1}}(\mathbf{x})$ should be replaced by $\left|\phi_{\Lambda_{1}}(\mathbf{x})\right|$ if $\Lambda_{1} \notin \mathbb{R}$. We finally obtain the reduced dynamics

$$
\begin{align*}
\dot{\theta} & =\omega+\mathbf{Z}_{\theta}(\theta, r) \cdot \mathbf{G}(\mathbf{x}(\theta, r), t) .  \tag{9}\\
\dot{r} & =\sigma r+\mathbf{Z}_{r}(\theta, r) \cdot \mathbf{G}(\mathbf{x}(\theta, r), t) .
\end{align*}
$$

For planar systems, (9) is not an approximation of (7), but an exact and equivalent representation of the dynamics.

Remark 1. For planar systems, the state $\mathbf{x}$ considered in the definition (8) of the PRF and IRF is uniquely determined by the phase-amplitude coordinates $(\theta, r)$. For higher dimensional systems, it is clear that there is an infinity of state values $\mathbf{x}$ associated with the
pair $(\theta, r)$ and additional conditions $\phi_{\Lambda_{j}}(\mathbf{x})=0$ for all $j \neq 1$ must therefore be considered. However, computing all these eigenfunctions $\phi_{\Lambda_{j}}$ is not easy. Instead, if the system is characterized by slow-fast dynamics, one can consider the state $\mathbf{x}$ which lies on the slow manifold of the limit cycle (where the conditions $\phi_{\Lambda_{j}}(\mathbf{x}) \approx 0, j \neq 1$, are satisfied). Alternatively, one can choose the state $\mathbf{x}$ associated with the pair $(\theta, r)$ such that the distance between $\mathbf{x}$ and $\Gamma$ is minimal.

If the computation of the PRF and IRF is restricted to the limit cycle, one can further simplify the dynamics and obtain

$$
\begin{align*}
\dot{\theta} & =\omega+\mathbf{Z}_{\theta}(\theta, 0) \mathbf{G}(\mathbf{x}(\theta, 0), t)  \tag{10}\\
\dot{r} & =\sigma r+\mathbf{Z}_{r}(\theta, 0) \mathbf{G}(\mathbf{x}(\theta, 0), t) \tag{11}
\end{align*}
$$

where $\mathbf{Z}_{\theta}(\theta, 0)$ is the well-known phase response curve (PRC) [5, 8] and $\mathbf{Z}_{\theta}(\theta, 0)$ is the socalled isostable response curve (IRC) defined in [27]. Note that (10) corresponds to classic phase reduction [1]. Since the above phase-amplitude dynamics rely on phase and isostable response curves computed in the vicinity of the limit cycle, they are valid only locally. This is in contrast to the phase-amplitude dynamics (9), which takes into account the global behavior of the system.

## III. COMPUTATION OF THE EIGENFUNCTIONS

Phase-amplitude reduction of limit cycle dynamics is strongly connected to the spectral properties of the Koopman operator. In particular, obtaining the phase-amplitude dynamics is equivalent to computing the eigenfunctions of the Koopman operator. Our main result is to propose an efficient method to compute the dominant eigenfunctions and their gradient, and equivalently to obtain the reduced phase-amplitude dynamics (9).

## A. Time-averaging

An eigenfunction $\phi_{\lambda}$ can be obtained by computing the following time average of a function $f$ along the trajectories of the system [17, 18]:

$$
\begin{equation*}
f_{\lambda}^{*}(\mathbf{x})=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f \circ \varphi^{\tau}(\mathbf{x}) e^{-\lambda \tau} d \tau \tag{12}
\end{equation*}
$$

If $\lambda \in i \mathbb{R}$, the time average is called Fourier average. Otherwise, it is called Laplace average. We observe that

$$
U^{t} f_{\lambda}^{*}(\mathbf{x})=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f \circ \varphi^{t+\tau}(\mathbf{x}) e^{-\lambda \tau} d t=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f \circ \varphi^{\tau}(\mathbf{x}) e^{-\lambda(\tau-t)} d t=e^{\lambda t} f_{\lambda}^{*}(\mathbf{x})
$$

and it follows that $f_{\lambda}^{*}(\mathbf{x})$ is an eigenfunction $\phi_{\lambda}$ (associated with the eigenvalue $\lambda$ ) provided that the average is a well-defined function and is not equal to zero everywhere. These conditions might be satisfied only for specific functions $f$.
a. Fourier averages. In the case of a limit-cycle dynamics, the eigenfunction $\phi_{i \omega}$ can be obtained with the Fourier average $f_{i \omega}^{*}$ for almost all choice of $f$. We refer to [14] for more details.
b. Laplace averages. The computation of $\phi_{\Lambda_{1}}$ is much more involved. According to the aforementioned results, this eigenfunction should be obtained with the Laplace average $f_{\Lambda_{1}}^{*}$. However, since $\Re\left\{\Lambda_{1}\right\}<0$, the integral (12) converges as $T \rightarrow \infty$ only if $f \circ \varphi^{\tau}(\mathbf{x})$ tends to zero, i.e. provided that

$$
\begin{equation*}
f(\mathbf{x})=0 \quad \forall \mathbf{x} \in \Gamma \tag{13}
\end{equation*}
$$

Since there is generally no closed-form expression of the limit cycle, finding such a function is not a trivial task.

To solve this issue, we assume that we know a parametrization of the limit cycle through its Fourier expansion

$$
\begin{equation*}
\mathbf{x}_{\gamma}: \mathbb{S} \rightarrow \Gamma, \quad \theta \mapsto \mathbf{x}_{\gamma}(\theta)=\sum_{k \in \mathbb{Z}} \mathbf{c}_{k} e^{i k \theta} \tag{14}
\end{equation*}
$$

with the phase $\theta=\omega t$. This can be obtained by using a standard harmonic balance method [25]. More details are provided in Appendix A. Then, we can use the following change of coordinates in a two-dimensional plane $\Sigma \subseteq \mathbb{R}^{n}$ :

$$
\begin{equation*}
\mathbf{g}: \mathbb{S} \times \mathbb{R}^{+} \rightarrow \Sigma, \quad(\vartheta, \rho) \mapsto P\left(\mathbf{c}_{0}+\rho \sum_{k \in \mathbb{Z}_{*}} \mathbf{c}_{k} e^{i k \vartheta}\right)=P\left(\mathbf{c}_{0}\right)+\rho \sum_{k \in \mathbb{Z}_{*}} P\left(\mathbf{c}_{k}\right) e^{i k \vartheta} \tag{15}
\end{equation*}
$$

where $P: \mathbb{R}^{n} \rightarrow \Sigma$ is the orthogonal projection on $\Sigma$ (Figure 11). The map $\mathbf{g}$ is injective only if the interior of the curve $P(\Gamma)$ is a star set with respect to the point $P\left(\mathbf{c}_{0}\right)$. We will assume that this condition is satisfied for a well-chosen plane $\Sigma$. If it is not satisfied, a more sophisticated parametrization of $\Sigma$ should be considered. Using the polar-type coordinates $(\vartheta, \rho)$ defined in (15), we consider the function

$$
\begin{equation*}
f(\mathbf{x})=\rho-1=\frac{\left\|P(\mathbf{x})-P\left(\mathbf{c}_{0}\right)\right\|}{\left\|P\left(\mathbf{x}_{\gamma}(\vartheta)\right)-P\left(\mathbf{c}_{0}\right)\right\|}-1 \tag{16}
\end{equation*}
$$

where $P\left(\mathbf{x}_{\gamma}(\vartheta)\right)=\mathbf{g}(\vartheta, 1)$, and with $\vartheta$ such that $P(\mathbf{x})=\mathbf{g}(\vartheta, \rho)$. Since $\rho=1$ for all $\mathbf{x} \in \Gamma$, the condition (13) holds and this function can be used to evaluate the Laplace average $f_{\Lambda_{1}}^{*}$.


Figure 1: We define polar-type coordinates $(\vartheta, \rho)$ in the plane $\Sigma$ and use them to design a function $f(\mathbf{x})=\rho-1$ such that $P(\mathbf{x})$ is assigned the coordinates $(\vartheta, \rho)$.

## B. Gradient

To obtain the response functions (8) and the reduced phase-amplitude dynamics (9), we have to compute the gradient of the eigenfunctions of the Koopman operator, i.e. $\nabla_{x} \phi_{i \omega}$ and $\nabla_{x} \phi_{\Lambda_{1}}$. This can be done through finite differences methods applied to values of the eigenfunctions, provided that these values are computed on a fine grid. Alternatively, the gradient of the eigenfunctions can also be obtained directly from time averages. Taking the gradient of (12), we obtain
$\nabla_{x} f_{\lambda}^{*}(\mathbf{x}) \cdot \delta \mathbf{x}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \nabla_{x}\left(f \circ \varphi^{\tau}(\mathbf{x})\right) \cdot \delta \mathbf{x} e^{-\lambda \tau} d \tau=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \nabla_{x} f\left(\varphi^{\tau}(\mathbf{x})\right) \cdot(\mathbf{M}(\tau) \delta \mathbf{x}) e^{-\lambda \tau} d \tau$ where $(\mathbf{x}, \delta \mathbf{x}) \mapsto\left(\varphi^{t}(\mathbf{x}), \mathbf{M}(t) \delta \mathbf{x}\right)$ is the flow of the prolonged system

$$
\begin{align*}
\dot{\mathbf{x}} & =\mathbf{F}(\mathbf{x})  \tag{17}\\
\dot{\delta \mathbf{x}} & =\frac{\partial \mathbf{F}}{\partial \mathbf{x}}(\mathbf{x}) \delta \mathbf{x} \tag{18}
\end{align*}
$$

Note that $\mathbf{M}(t)$ is the fundamental matrix solution to $\dot{\mathbf{M}}=\frac{\partial \mathbf{F}}{\partial \mathbf{x}}(\mathbf{x}(t)) \mathbf{M}$, with $\mathbf{M}(0)=\mathbf{I}$. It follows that, if the time average $f_{\lambda}^{*}$ of $f$ yields an eigenfunction $\phi_{\lambda}$, then the time average $\tilde{f}_{\lambda}^{*}$
of $\tilde{f}(\mathbf{x}, \delta \mathbf{x})=\nabla_{x} f(\mathbf{x}) \cdot \delta \mathbf{x}$, computed along the trajectories of the prolonged system, yields the directional derivative of the eigenfunction $\nabla_{x} \phi_{\lambda} \cdot \delta \mathbf{x}$.

Remark 2. We can define the variational (or prolonged) Koopman operator $\tilde{U}^{t}$ associated with the prolonged system (17)-(18), which is given by $\tilde{U}^{t} f(\mathbf{x}, \delta \mathbf{x})=f\left(\varphi^{t}(\mathbf{x}), \mathbf{M}(t) \delta \mathbf{x}\right)$. The function $\tilde{\phi}_{\lambda}(\mathbf{x}, \delta \mathbf{x}) \triangleq \nabla_{x} \phi_{\lambda} \cdot \delta \mathbf{x}$ is an eigenfunction of $\tilde{U}^{t}$. Indeed, we have

$$
\tilde{U}^{t} \tilde{\phi}_{\lambda}(\mathbf{x}, \delta x)=\tilde{U}^{t} \nabla_{x} \phi_{\lambda}\left(\varphi^{t}(\mathbf{x})\right) \cdot(\mathbf{M}(t) \delta \mathbf{x})=\nabla_{x}\left(\phi_{\lambda} \circ \varphi^{t}(\mathbf{x})\right) \cdot \delta \mathbf{x}=e^{\lambda t} \nabla_{x} \phi_{\lambda}(\mathbf{x}) \cdot \delta \mathbf{x}=e^{\lambda t} \tilde{\phi}_{\lambda}(\mathbf{x}, \delta \mathbf{x})
$$

According to (8), the $j$ th component of the PRF is obtained through the Fourier average

$$
\nabla_{x} f_{i \omega}^{*}(\mathbf{x}) \cdot \mathbf{e}_{j}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \nabla_{x} f\left(\varphi^{\tau}(\mathbf{x})\right) \cdot\left(\mathbf{M}(\tau) \mathbf{e}_{j}\right) e^{-i \omega \tau} d \tau
$$

for almost all $f$, where $\mathbf{e}_{j}$ is the $j$ th unit vector. For the computation the gradient of $\phi_{\Lambda_{1}}$, the function $\tilde{f}$ must correspond to the gradient of a function $f$ that is zero on the limit cycle. Considering a function $f$ that depends on the orthogonal projection $P(\mathbf{x})$ (see above), we see that the gradient of $f$ can be defined through its values on the plane $\Sigma$. Moreover, on the projected limit cycle $P(\Gamma)$, the gradient must be perpendicular to the tangent to $P(\Gamma)$. We denote this direction by the unit vector $\xi: P(\Gamma) \rightarrow \Sigma$. Then the value of a valid candidate gradient can be extended to the whole plane $\Sigma$ by considering the radial projection $\pi: \Sigma \rightarrow P(\Gamma)$ on $P(\Gamma)$ (i.e. using the coordinates 15), for $\mathbf{x} \in \Sigma$, we have $\pi(\mathbf{x})=\mathbf{g}(\vartheta, 1)=\mathbf{x}_{\gamma}(\vartheta)$ if $\mathbf{x}=\mathbf{g}(\vartheta, \rho)$ for some $\left.\rho\right)$. Finally, we obtain the function $\tilde{f}(\mathbf{x}, \delta \mathbf{x})=\xi(\pi(\mathbf{x})) \cdot \delta \mathbf{x}$. In the vicinity of the limit cycle, it is related to the gradient of the function $f=\rho-1$ used to compute the Koopman eigenfunction. According to (8), the $j$ th component of the IRF is then obtained through the Laplace average

$$
\nabla_{x} f_{\Lambda_{1}}^{*}(\mathbf{x}) \cdot \mathbf{e}_{j}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \xi\left(\pi\left(P\left(\varphi^{\tau}(\mathbf{x})\right)\right)\right) \cdot\left(\mathbf{M}(\tau) \mathbf{e}_{j}\right) e^{-\Lambda_{1} \tau} d \tau
$$

## IV. NUMERICAL COMPUTATION AND EXAMPLES

## Numerical computation

The computation of time averages (and in particular Laplace averages in the case of limit cycle dynamics) is delicate and requires some care. We provide here the following guidelines.
a. Fourier averages. Fourier averages are computed with (12), but the integral is evaluated over a finite time horizon $\bar{T}$ :

$$
\begin{equation*}
f_{i \omega}^{*}(\mathbf{x}) \approx \frac{1}{\bar{T}} \int_{0}^{\bar{T}} f \circ \varphi^{\tau}(\mathbf{x}) e^{-\lambda \tau} d \tau \quad \bar{T} \gg 1 \tag{19}
\end{equation*}
$$

Values of $f_{i \omega}^{*}$ are computed over a uniform grid and, if needed, other values are interpolated. More details can be found in [14].
b. Laplace averages. Laplace averages are computed over a finite time horizon $\bar{T}$, which has to be finely tuned. The time horizon should be large enough for a good convergence to the limit, but also not too large so that the integrand does not blow up. When the eigenvalue $\Lambda_{1}$ is real (e.g. case of planar systems), the Laplace average $f_{\Lambda_{1}}^{*}$ can be obtained without computing the integral in (12), by taking the limit

$$
\begin{equation*}
f_{\Lambda_{1}}^{*}(\mathbf{x})=\lim _{T \rightarrow \infty} f\left(\varphi^{t}(\mathbf{x})\right) e^{-\Lambda_{1} T} \approx f\left(\varphi^{\bar{T}}(\mathbf{x})\right) e^{-\Lambda_{1} \bar{T}} \tag{20}
\end{equation*}
$$

(see [16]). Moreover, averaging the values obtained for different values of the finite time horizon $\bar{T}_{k}, k=1 \ldots, K$, can provide more accurate results:

$$
\begin{equation*}
f_{\Lambda_{1}}^{*}(\mathbf{x}) \approx \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\bar{T}_{k}} f\left(\varphi^{\bar{T}_{k}}(\mathbf{x})\right) e^{-\Lambda_{1} \bar{T}_{k}} \tag{21}
\end{equation*}
$$

If $\Lambda_{1}$ is not real, (12) computed over a finite time horizon yields

$$
f_{\Lambda_{1}}^{*}(\mathbf{x}) \approx \frac{1}{K} \sum_{k=1}^{K} \frac{1}{\bar{T}_{k}} \int_{0}^{\bar{T}_{k}} f \circ \varphi^{\tau}(\mathbf{x}) e^{-\Lambda_{1} \tau} d \tau
$$

c. Geometric phase and bisection method. Computing the Laplace average requires to evaluate the values of the function (16) along the trajectories, so that it is necessary to invert $\mathbf{x}=\mathbf{g}(\vartheta, \rho)$ and in particular obtain the value $\vartheta$ (the value $\vartheta$ is also needed to compute the gradient). To do so, we can use the geometric phase $\Theta(\mathbf{x})$ of $\mathbf{x}$, which we define as the signed angle [30] between the vector $\mathbf{v}=\overrightarrow{P\left(\mathbf{c}_{0}\right) P(\mathbf{x})}$ and a reference vector $\mathbf{v}_{0}=\overrightarrow{P\left(\mathbf{c}_{0}\right) P\left(\mathbf{x}_{\gamma}(0)\right)}$. If $\mathbf{x}_{1}=\mathbf{g}\left(\vartheta, \rho_{1}\right)$ and $\mathbf{x}_{2}=\mathbf{g}\left(\vartheta, \rho_{2}\right)$, it is clear that $\Theta\left(\mathbf{x}_{1}\right)=\Theta\left(\mathbf{x}_{2}\right)$. In particular, if $\mathbf{x}=\mathbf{g}(\vartheta, \rho)$, we have the equality $\Theta(\mathbf{x})=\Theta\left(\mathbf{x}_{\gamma}(\vartheta)\right)$ that we can use to find the value $\vartheta$ through a bisection method, exploiting the fact that $\Theta\left(\mathbf{x}_{\gamma}(\vartheta)\right)$ is a monotone (increasing or decreasing) function of $\vartheta$.

## Example 1: Van der Pol system

We consider the Van der Pol system

$$
\begin{aligned}
& \dot{x}_{1}=x_{2} . \\
& \dot{x}_{2}=x_{2}\left(1-x_{1}^{2}\right)-x_{1} .
\end{aligned}
$$

The periodic orbit and the limit cycle frequency $(\omega=0.9430)$ are computed with the harmonic balance method developed in Appendix A, with a Fourier series truncated to $N=40$. According to Remark 4, we can also obtain the Floquet exponent $\Lambda_{1}=-1.059$.
a. Phase-amplitude reduction. We compute the eigenfunctions of the Koopman operator $\phi_{i \omega}$ and $\phi_{\Lambda_{1}}$ with the time averages evaluated on a uniform $\operatorname{grid} 100 \times 100$. The Fourier averages (19) are computed over a finite-time horizon $\bar{T}=200$ with $f(\mathbf{x})=x_{1}$. The Laplace averages (20) are computed over a finite-time horizon $\bar{T}=20$, with the time step specifically set to 0.1.

Figure 2(a) shows the Koopman eigenfunction $\phi_{\Lambda_{1}}$. The level sets of $\phi_{i \omega}$ and $\phi_{\Lambda_{1}}$ (i.e. the isochrons and the isostables of the limit cycle) are depicted in 2(b). They are the phase-amplitude coordinates of the system.
b. Phase-amplitude response. We compute the phase and isostable response functions using Laplace averages. The first component (along $x_{1}$ ) is shown in Figure 3 (computations are performed with the same parameters as in the previous section).

We can use the phase-amplitude dynamics (9) to compute the system response to an external input. In Figure 4, we compare the results obtained with the phase-amplitude dynamics and with the original state dynamics, for an input $u(t)=0.8 \sin (1.5 t)$ applied to the first state and with the initial condition $\mathbf{x}=[0,1]$. Only very small differences are observed, which are mainly due to interpolation errors and approximations in the computation of the response functions. We also observe that classic phase reduction (obtained with the phase response curve $\mathbf{Z}_{\theta}(\theta, 0)$ ) does not provide an accurate evolution of the phase (Figure $4(b)$ ), since the input amplitude is not small.


Figure 2: (a) For the Van der Pol system, the eigenfunction $\phi_{\Lambda_{1}}$ is computed through Laplace averages. (b) The level set of the Koopman operators provide exact phase amplitude-coordinates. Red: Isochrons, i.e. level sets of the eigenfunction $\phi_{i \omega}$. Black: Isostables, i.e. level sets of the Koopman eigenfunction $\phi_{\Lambda_{1}}$ (equally spaced on a logarithmic scale). The thick black curve is the limit cycle.


Figure 3: (a) First component of the phase response function (PRF) for the Van der Pol system. (b) First component of the isostable response function (IRF) for the Van der Pol system. For the sake of clarity, the response functions are depicted with respect to the state variables.


Figure 4: (a) The trajectory obtained with the phase-amplitude dynamics (red) coincides with the trajectory obtained with the original state dynamics (blue). (b) The time evolution of the phase $\theta$ and the amplitude $r$ obtained with phase-amplitude matches the evolution obtained with the state dynamics. However, classic phase reduction does not provide an accurate estimation of the evolution of the phase (green).

## Example 2: Three-dimensional system

We consider a 3-dimensional system based on the Van der Pol model:

$$
\begin{align*}
\dot{x}_{1} & =x_{2}-b x_{3}  \tag{22}\\
\dot{x}_{2} & =x_{2}\left(1-x_{1}^{2}\right)-x_{1}  \tag{23}\\
\dot{x}_{3} & =a\left(x_{1}-x_{3}\right) \tag{24}
\end{align*}
$$

with the parameters $a=2$ and $b=0.2$. The periodic orbit and its frequency ( $\omega=1.1087$ ) are computed with the harmonic balance method, with a Fourier series truncated to $N=20$. The dominant Floquet exponent $\left(\Lambda_{1}=-0.778\right)$ is obtained by integrating the prolonged system (17)-18) and computing the monodromy matrix.
a. Phase-amplitude reduction. We compute the eigenfunctions of the Koopman operator $\phi_{i \omega}$ and $\phi_{\Lambda_{1}}$ with the time averages evaluated on a uniform grid $80 \times 80$. The Fourier averages (19) are computed over a finite-time horizon $\bar{T}=200$ with $f(\mathbf{x})=x_{1}$. The Laplace averages (20) are computed over several finite-time horizons $\bar{T}_{k} \in\{24,24.1,24.2, \ldots, 25\}$ (with the time step specifically set to 0.1 ) and taking the average of the obtained values.

We use the coordinates (15) where $\Sigma$ is the plane $x_{3}=0$. The isochrons and isostables (level sets of $\angle \phi_{i \omega}$ and $\phi_{\Lambda_{1}}$ respectively) are shown in Figure 5 .


Figure 5: Isochrons and isostables of the 3-dimensional system (22)-(24). (a) Isochrons related to phases equally spaced by increment of $\pi / 4$. (b) Isostables related to positive amplitude coordinates, equally spaced by increment of 0.1 . Inset: Isostables "inside" the limit cycle, related to negative values equally spaced by increment of 2 . The red curve is the limit cycle.
b. Phase-amplitude response. We consider a setting that is slightly different from the case of Example 1. We suppose here that the system is forced by a train of pulses $u(t)=$ $\epsilon \sum_{n} \delta(t-n \Delta t)$ acting on the first state. Between two pulses, the phase-amplitude dynamics is governed by (5)-(6). When the system receives a pulse, the first state is instantaneously increased by $\epsilon$, which corresponds to updated phase-amplitude coordinates

$$
\theta \rightarrow \theta+\Delta_{\theta}(\theta, r, \epsilon) \quad r \rightarrow r+\Delta_{r}(\theta, r, \epsilon)
$$

with

$$
\begin{aligned}
& \Delta_{\theta}(\theta, r, \epsilon)=\angle \phi_{i \omega}\left(\mathbf{x}(\theta, r)+\epsilon \mathbf{e}_{1}\right)-\angle \phi_{i \omega}(\mathbf{x}(\theta, r)) . \\
& \Delta_{r}(\theta, r, \epsilon)=\phi_{\Lambda_{1}}\left(\mathbf{x}(\theta, r)+\epsilon \mathbf{e}_{1}\right)-\phi_{\Lambda_{1}}(\mathbf{x}(\theta, r)) .
\end{aligned}
$$

The functions $\Delta_{\theta}$ and $\Delta_{r}$ can be seen as finite versions of the (infinitesimal) PRF and IRF, respectively, and we have

$$
\left.\left.\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \Delta_{\theta}(\theta, r, \epsilon)\right)=\mathbf{Z}_{\theta}(\theta, r) \cdot \mathbf{e}_{\mathbf{1}} \quad \lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \Delta_{r}(\theta, r, \epsilon)\right)=\mathbf{Z}_{r}(\theta, r) \cdot \mathbf{e}_{\mathbf{1}}
$$

In our case, the state $\mathbf{x}(\theta, r)$ is not fully determined by the phase-amplitude coordinates, since the system is not planar (see Remark 11). We consider the additional condition that the state belongs to the plane $4 x-2 y-5 z=0$, whose approximate distance to the limit cycle is minimal (least squares minimization).

In Figure 6, we compare the results obtained with the original state dynamics and with the two-dimensional phase-amplitude map

$$
\begin{aligned}
\theta[n+1] & =\theta[n]+\omega \Delta t+\Delta_{\theta}\left(\theta[n]+\omega \Delta t, r[n] e^{-\Lambda_{1} \Delta t}, \epsilon\right) \\
\theta[n+1] & =r[n] e^{-\Lambda_{1} \Delta t}+\Delta_{r}\left(\theta[n]+\omega \Delta t, r[n] e^{-\Lambda_{1} \Delta t}, \epsilon\right)
\end{aligned}
$$

where $\theta[n]$ and $r[n]$ are the phase and amplitude values after the $n$th pulse. We consider the parameters $\epsilon=1$ and $\Delta t=4$. The phase-amplitude dynamics are accurate enough to provide a good approximation of the system trajectory. Main errors are observed in the amplitude coordinate and are mainly due to the fact that the phase-amplitude dynamics is a two-dimensional reduction that approximates the three-dimensional full dynamics. Since the pulse amplitude $\epsilon$ is not small, we verify that the one-dimensional map

$$
\theta[n+1]=\theta[n]+\omega \Delta t+\epsilon Z_{\theta}(\theta[n]+\omega \Delta t, 0)
$$

obtained from classic phase reduction does not provide an accurate evolution of the phase.

## V. CONCLUSION

In this paper, we provide an efficient method to compute phase-amplitude coordinates and responses of limit cycle dynamics, in the whole basin of attraction. In particular, we have computed the so-called isostables of limit cycle dynamics in two and three-dimensional state spaces. Our method is framed in the context of the Koopman operator, and based on the fact that phase-amplitude coordinates can be obtained by computing specific eigenfunctions of the operator. Building on previous works, we compute these eigenfunctions through Laplace averages evaluated along the system trajectories, a technique which is combined with the harmonic balance method. Our proposed method also complements previous works since it can also be used to estimate the (infinitesimal) phase and isostable response of the system. Moreover, it relies on forward integration and is therefore well-suited to compute phase and amplitude coordinates in high-dimensional spaces.


Figure 6: The three-dimensional Van der Pol system is forced by a train of pulses. The phase variable (upper panel) and amplitude variables (lower panel), shown after each pulse, are correctly approximated by the phase-amplitude dynamics. However, classic phase reduction does not provide an accurate estimation of the phase dynamics (green).

Future work could seek for an alternative technique to the harmonic balance method which is needed to obtain an approximation of the limit cycle. The method could also be extended to more general systems and used to compute the isostables and thus the response to non-local perturbations in the case of quasi-periodic tori or strange attractors, for instance. Finally, phase-amplitude coordinates could be considered to design controllers of limit cycle dynamics working with large inputs.
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## Appendix A: Approximating the limit cycle with Fourier series

We consider the dynamical system (1) and suppose that the vector field is analytic, so that we can write

$$
\begin{equation*}
\mathbf{F}(\mathbf{x})=\sum_{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n}} \mathbf{F}_{k_{1}, \ldots, k_{n}} x_{1}^{k_{1}} \cdots x_{n}^{k_{n}} \tag{A1}
\end{equation*}
$$

Assuming that the system admits a periodic orbit, we aim at expressing the limit cycle as a Fourier series

$$
\begin{equation*}
\mathbf{x}_{\gamma}(\theta)=\sum_{k \in \mathbb{Z}} \mathbf{c}_{k} e^{i k \theta} \tag{A2}
\end{equation*}
$$

To obtain the Fourier coefficients $\mathbf{c}_{k}$, we inject (A2) with $\theta=\omega t$ in the dynamics (1), which yields

$$
i \omega \sum_{k \in \mathbb{Z}} k \mathbf{c}_{k} e^{i k \omega t}=\mathbf{F}\left(\sum_{k \in \mathbb{Z}} \mathbf{c}_{k} e^{i k \omega t}\right)
$$

Using (A1), we obtain

$$
\begin{aligned}
& i \omega \sum_{k \in \mathbb{Z}} k \mathbf{c}_{k} e^{i k \omega t}=\mathbf{F}_{0, \ldots, 0}+\sum_{\substack{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n} \\
k_{1}+\cdots+k_{n}>0}} \mathbf{F}_{k_{1}, \ldots, k_{n}}(\underbrace{\sum_{j_{1} \in \mathbb{Z}} c_{j_{1}}^{(1)} \cdots \sum_{j_{k_{1} \in \mathbb{Z}}} c_{j_{k_{1}}}^{(1)}}_{k_{1} \text { times }}) \cdots \\
&(\underbrace{\left.\sum_{j_{k_{1}+\cdots+k_{n-1}+1} \in \mathbb{Z}} c_{\left.j_{k_{1}+\cdots+k_{n-1}+1}^{(n)} \cdots \sum_{j_{k_{1}+\cdots+k_{n}} \in \mathbb{Z}} c_{j_{k_{1}+\cdots+k_{n}}^{(n)}}^{j_{1}}\right)}\right) e^{i\left(j_{1}+\cdots+j_{\left.k_{1}+\cdots+k_{n}\right) \omega t}\right.}}_{k_{n} \text { times }} .
\end{aligned}
$$

with the vectors $\mathbf{c}_{k}=\left(c_{k}^{(1)} \cdots c_{k}^{(n)}\right)$. With the function

$$
v\left(k_{1}, \ldots, k_{n} ; l\right)= \begin{cases}1 & \text { if } l \leq k_{1} \\ r \in\{2, \ldots, n\} & \text { if } l>k_{1}+\cdots+k_{r-1} \text { and } l \leq k_{1}+\cdots+k_{r}\end{cases}
$$

we can rewrite the above expression in a more compact form:

$$
\begin{aligned}
& i \omega \sum_{k \in \mathbb{Z}} k \mathbf{c}_{k} e^{i k \omega t} \\
& =\mathbf{F}_{0, \ldots, 0}+\sum_{\substack{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n} \\
k_{1}+\cdots+k_{n}>0}} \mathbf{F}_{k_{1}, \ldots, k_{n}} \sum_{\substack{\left(j_{1}, \ldots, j_{k_{1}}+\cdots+k_{n}\right) \\
\in \mathbb{Z}_{1}+\cdots+k_{n}}} \prod_{l=1}^{k_{1}+\cdots+k_{n}} c_{j_{l}}^{v\left(k_{1}, \ldots, k_{n} ; l\right)} e^{i\left(j_{1}+\cdots+j_{\left.k_{1}+\cdots+k_{n}\right) \omega t} .\right.}
\end{aligned}
$$

Finally, we obtain the set of equalities

$$
\begin{equation*}
i \omega k \mathbf{c}_{k}=\mathbf{F}_{0, \ldots, 0}+\sum_{\substack{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n} \\ k_{1}+\cdots+k_{n}>0}} \mathbf{F}_{k_{1}, \ldots, k_{n}} \sum_{\substack{\left(j_{1}, \ldots, j_{k_{1}+\cdots+k_{n}}\right) \in \mathbb{Z}^{k_{1}+\cdots+k_{n}} \\ j_{1}+\cdots+j_{k_{1}}+\cdots+k_{n}=k}} \prod_{l=1}^{k_{1}+\cdots+k_{n}} c_{j_{l}}^{v\left(k_{1}, \ldots, k_{n} ; l\right)} \tag{A3}
\end{equation*}
$$

There are as many equations as unknown Fourier coefficients $((n(2 N+1)$ scalar equations if we consider the Fourier coefficients up to $k=N$ ). However, the frequency $\omega$ is also unknown, so that the system of equations is underdetermined. This corresponds to the fact that there are an infinity of solutions, which are all equal up to some phase lag. We can impose this phase lag, for instance by adding the constraint

$$
\angle c_{1}^{(1)}=C
$$

for some fixed $C \in[0,2 \pi)$.
Remark 3 (Fixed points). A fixed point of the system yields a solution to (A3) that satisfies $\mathbf{c}_{k}=0$ for $k \neq 0$. Injecting this solution in (A3), we verify that there is only one non trivial equality (for $k=0$ )

$$
0=\mathbf{F}_{0, \ldots, 0}+\sum_{\substack{\left.k_{1}, \ldots, k_{n}\right) \in \mathbb{N}^{n} \\ k_{1}+\cdots+k_{n}>0}} \mathbf{F}_{k_{1}, \ldots, k_{n}}\left(c_{0}^{(1)}\right)^{k_{1}} \cdots\left(c_{0}^{(n)}\right)^{k_{n}}=\mathbf{F}\left(\mathbf{c}_{0}\right),
$$

which holds if $\mathbf{c}_{0}$ is a fixed point of the system. This particular solution should be disregarded.

Remark 4 (Floquet exponent). In the case of planar systems, we can express the Floquet exponent in terms of the Fourier coefficients in the expansion (14). The Floquet exponent is given by
$\lambda=\frac{1}{T} \int_{0}^{T} \operatorname{div} \mathbf{F}\left(\mathbf{x}_{\gamma}(t)\right) d t=\frac{1}{T} \int_{0}^{T} \sum_{\left(k_{1}, k_{2}\right) \in \mathbb{N}_{*} \times \mathbb{N}} k_{1} F_{k_{1}, k_{2}}^{(1)} x_{1}^{k_{1}-1} x_{2}^{k_{2}}+\sum_{\left(k_{1}, k_{2}\right) \in \mathbb{N} \times \mathbb{N}_{*}} k_{2} F_{k_{1}, k_{2}}^{(2)} x_{1}^{k_{1}} x_{2}^{k_{2}-1} d t$,
where div $\mathbf{F}$ denotes the divergence of $\mathbf{F}$ and $\mathbf{F}_{k_{1}, k_{2}}=\left(F_{k_{1}, k_{2}}^{(1)}, F_{k_{1}, k_{2}}^{(2)}\right)$. Using (14) and

$$
\frac{1}{T} \int_{0}^{T} e^{i k w t} d t= \begin{cases}1 & \text { if } k=0 \\ 0 & \text { if } k \neq 0\end{cases}
$$

we obtain

$$
\begin{aligned}
\lambda= & F_{1,0}^{(1)}+\sum_{\substack{\left(k_{1}, k_{2}\right) \in \mathbb{N}^{2} \\
k_{1}+k_{2}>0}} k_{1} F_{k_{1}, k_{2}}^{(1)} \sum_{\substack{\left(j_{1}, \ldots, j_{\left.k_{1}+k_{2}-1\right) \in \mathbb{Z}^{k_{1}+k_{2}-1}}^{j_{1}+\cdots+j_{k_{1}}+k_{2}-1}=0\right.}} \prod_{l=1}^{k_{1}+k_{2}-1} c_{j_{l}}^{v\left(k_{1}-1, k_{2} ; l\right)} \\
& +F_{0,1}^{(2)}+\sum_{\substack{\left(k_{1}, k_{2}\right) \in \mathbb{N}^{2} \\
k_{1}+k_{2}>0}} k_{2} F_{k_{1}, k_{2}}^{(2)} \sum_{\substack{\left(j_{1}, \ldots, j_{\left.k_{1}+k_{2}-1\right) \in \mathbb{Z}^{k}+k_{2}-1}^{j_{1}+\cdots+j_{k_{1}+k_{2}-1}=0}\right.}} \prod_{l=1}^{k_{1}+k_{2}-1} c_{j_{l}}^{v\left(k_{1}, k_{2}-1 ; l\right)}
\end{aligned}
$$

## Numerical implementation

We provide a few remarks and guidelines on the numerical resolution of (A3).

- For numerical computations, the Fourier series are truncated, i.e. we consider that $\mathbf{c}_{k}=0$ in (A3) if $|k|>N$ for some chosen $N$.
- We express (A3) in terms of the real and imaginary parts of $\mathbf{c}_{k}$ and solve the obtained equations to find the (real) unknowns $\Re\left\{\mathbf{c}_{k}\right\}$ and $\Im\left\{\mathbf{c}_{k}\right\}$. Note that we can disregard the equations related to $k<0$, replacing them by the relationships

$$
\Re\left\{\mathbf{c}_{k}\right\}=\Re\left\{\mathbf{c}_{-k}\right\} \quad \Im\left\{\mathbf{c}_{k}\right\}=-\Im\left\{\mathbf{c}_{-k}\right\}
$$

since $\mathbf{x}_{\gamma}$ is real.

- Solving A3 is a nonlinear, nonconvex problem, so that the numerical solution is likely to be inaccurate if the initial guess is too far from the true solution. To tackle this issue, we use an iterative procedure. We solve (A3) for a small value $N_{0}$. Then the obtained solution is used as an initial guess to solve (A3) with a (slightly) larger $N_{1}>N_{0}$ (for the initial guess, we assume $\mathbf{c}_{k}=0$ for $k \in\left[N_{0}+1, N_{1}\right]$ ). We proceed iteratively until the error is smaller than a given threshold.

Numerical experiments suggest that, in most cases, this scheme converges and yields very accurate results. However, it might not converge when the system is highdimensional, in particular if the limit cycle exhibits a complex geometry. In this case, another resolution scheme should be considered.
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