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Presentation of the ESO 

ESO is the acronym for European Southern Observatory. As indicated by 
its name , ESO is a European organization, financed by Belgium, Germany, 
ltaly, Denmark , Switzerland , the Nederlands , France and Sweden. ESO 
is essentially a high level tool for astronomical research in the Southern 
hemisphere . This institution has two different locations: the first one in 
Garcping , near Munich (F .R.G .) and the second one in La Silla in Chile . 
Most of the instruments and astronomical devices are designed , built and 
tested in Garching while the observations take place in the Andes mountains 
in Chile . Moreover , many of the results of the observations are brought back 
from Chile to Garching, where the astronomers can find the best facilities 
to reduce their data. 

For more informations , consult the ESO pamphlet , available on simple 
demand , in any language at ESO : 

Karl-Schwarzchild-StraBe , 2 
D-8046 Garching bei München 

GERMANY 
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Scope of this document 

The aim of this book is to present and describe as clearly as possible the 
different steps that led to the realization of a useful and efficient compu ter 
software for the analysis of interferograms. 
In a first chapter , the reader will enter the world of modern optical mea­
surements and learn about interferometry and its applications for the quality 
control of mirrors and lenses . This part will also present different ways used 
on the present day to analyse the so called interferograms, underlining their 
disadvantages and facilities . 

The three following chapters explains the new method that we have built 
for the automatic analysis of interferograms and will justify this title . 
Each of these chapters represents one main step in the process of modern 
software development . The method used for the definition of this package 
has been described in [[bodart83l]. For a descrip tion of the different fonc­
tions of the processes , some idea from [I van lamsweerde84]] found here a 
place to express while , for the explanations of the algorithms , both "pseudo­
code" and "programatic tree" methods could successfully be applied . Ali 
this resulted in a very modular design , from t he highest levels to the smallest 
sub-routine . 

The fith chapter , after some considerat ions about the logical implemen­
tation, presents also some possible improvements and describes other fields 
of applications for this package . Then , some results are presented , showing 
the different steps of the analysis process on gathered images . 

The appendices will describe the system used (from both hard- and soft­
ware point of view) ; the data structures manipulated by the application ; the 
performance of the whole process ; a users ' manual ; a glossary of the techni­
cal and specific terms used and lastly the program codes . The bibliography 
takes place at the end of this book . 
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Chapter 1 

INTRODUCTION 

"Une introduction doit toujours à la fois ouvrir la Lee ture 
de ce qui va suivre, tout en en donnant le tempo. " 

J . Berleur 

This first chapter, as indicated by its name, aims at giving you the hasic 
knowledge and general information necessary to be able to understand the 
rest of this work and the motivation of its existence . 
ln a first section, we will recall you some basics about the physics of optics, 
necessary to introduce the interference phenomenon. The reader who wou ld 
skip this first section will not be much disadvantaged with respect to the 
other , more brave , readers since the other chapters will not refer to this 
theory anymore 1. 

The next section, devoted to the applications of interferometry , will em­
phasize its usefulness for optical metrology. This point is more important, 
since it is the main field of application of this work . It ex plains how one 
can use interferometry techniques for controlling optical quality of mirrors 
and system lenses. In the last section a short literature review is presented. 
lt will explain how different methods now available do actually proceed to 
extract from these interferograms a useful and correct interpretation of the 
quality of the optics tested. 

1 As ,t matter of fact , the main problems will consist of pattern recognition problems, as 
explained later on . 

3 
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1. 1 Sorne Theory ... 

Everybody should be aware of the'main characteristics of light : its wavy be­
haviour and its corpuscular character . We won 't retain this last feature but 
devote our time to a particular phenomenon generated by the first property 
of light : the wavy movement. It involves at least one main consequence: 
the interference phenomenon. It does happen when two or more oscillating 
movements exist together in time and space. To show the consequences of 
such a property, let us write the equation of a sine wave: 

IV(x , t) = Asin(kx - wt + €) 

were A is the wave amplitude , k = \1r with >. = wavelength , w is the 
angular frequency expressed in radians per second , introduced here because 
a sine wave is periodic and because we have: 

IV(x , t) = IV(x '.f >- , t) 
f will be here the expression of the phase ( translation of the sine fonction 
by giving a displacement € at time t = 0) . 

If we now dispose over two wavefront with the same wavelength emitted 
by remote sources and crossing at point p (see fig . 1.1) , we can write: 

1V1(x,t) = A1sin(kx1 - wt + €1) 

Let us now call: 

21r 
8 = kx1 - kx2 + €1 - €2 = T(x1 - x2) 

We can then write the resulting amplitude in p like this : 

IV = ✓ IV i + IV~ + 2 IV 1 W 2 cos 8 

It is then clear that : 
W = IV1 - Wz if cos8 = - 1 i.e. 8 = 2(n + l) 1r n E Z 
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\JI= W1 + Wz ifcos8 = + l i.e. 8 = 2n1r n E Z 

otherwise. 

In the former case, we have a maximal strenghtening ofboth vibrating move­
ments that is , a constructive interference and , in the latter case a maximal 
attenuation or destructive interference. So, we have: 

8 = { 2mr constructive inter f erence 
(2n + l)1r destructiveinterference 

that we can write 

2n1r 

(2n + l)1r 
or 

{ 

nÀ 
xi - xz = (2n + l)½ 



Chapter 1. Introduction 

fig 1.1 : two wavefront with the same wavelenth crossing at point 
p 
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With such results , we can now explain how one can construct a simple 
interferometer , called Young interferometer . 

As shown on fig . 1.2 hereunder , it is composed of a point source emiting 
light divided into two different point sources that can now interfere . The 
results of such an experiment appear on a screen set on the right of the 
device . The last figure (1.3) shows the so called fringes , alternatively black 
and white , alternatively destructive and constructive interferences . 

------------- ----

Fig . 1.2 Young interferometer 
Fig . 1.3 succession of constructive and destructive interferences . 

This section was a compilation of the chapters related to interferometry 
in [[alonso67l] and in [[hecht75l] . The reader who wishes to know more about 
this subject will find interesting and complete developments in t hese books, 
as well as in any serious book dedicated to physics. 

1.2 Interferometry and optical metrology 

Up to now, we have presented the interferometry phenomenon but we don 't 
yet know how it can be useful. To discover it , let us cite [[wyant82]]: 

" The interferometer shown in fig . 1.4 is commonly used for measuring 
t he variation bet ween a test surface and a reference surface. The test surface 
can be a fiat , spherical , or even an aspheric surface. As shown in the figure , 
the surface under test is placed in contact , or at least near contact , with a 
reference surface of known high quality. Generally a small air wedge exists 
between t he two surfaces giving some 8 to 15 fringes having a sinusoïdal 
intensity profile as illustrated in figure 1.3 . " 
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" If the two surfaces match, straight equally spaced fringes result. Sur­
face height variations between the two surfaces cause the fringes to deviate 
from straightness and/ or equal separation, where one fringe deviation from 
straightness correspond to an optical path difference equal to the wavelength 
of light used in the test; i.e. a height variation of one-half wavelength. The 
wavelength of a helium source , witch is often used in such an interferometer , 
is 587 .56 nanometers , hence one fringe correspond to a height variation of 
approximately 0.3 micrometers . " 

" Fig. 1.5 illustrates interference fringes obtained using this kind of in­
terferometer. The fringes have an average spacing of S and a deviation in 
spacing of b.(x ,y) where the value of b.(x ,y) varies over the interferogram. 
For a point where the deviation is 6 , the surface height, error is given by 

Surface height error = ½ i 
With the naked eye , values of i of 1/ 10 to 1/ 20 can be determined . " 

OROUND GLASS WfTH 
GROUND SIDE TOWARD 
LAMPS 

BLACK OLOTH SURFACE 

fig . 1.4 A simple kind of interferometer. 
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TOP VIEW 

REFERENCE SURFACE 

TEST SURFACE 

SIDE VIEW 

INTEAFEROGRAM 

TOP VIEW 

REFERENCE SURFACE 

TEST SURFACE 

SIDE VIEW 

-lsf- -lrA 
INTERFEROGRAM 

fig . 1.5 effects of a height variation of the surface to test in the 
shape of the fringes . 
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So we have seen that interferornetry can be used to accurately determine 
the "flatness" of a mirror or of a lens : variations in the fringe shape testify 
to imperfections on the optic . Citing the Wyant 's article , we have shown 
one type of interferometer . But there are many others , giving the same type 
of results , using the same principle . The Twyman-Green interferometer (fig . 
1.6) is the type currently used at ESO . Jt allows bath tests of spherical 
mirrors and lenses . 

We can also remark that now modern interferometer use laser light since 
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the laser provides coherent and monochromatic light beam. 

~RFEROGRAM 

fig 1.6 A typical Twyman-Green interferometer . 

1.3 Literature review 

1.3.1 Historical considerations 

The first , the fastest and the easiest way to judge of the quality of an optical 
component is to use the naked human eye! As a matter of fact , it can deter­
mine the type of aberration presented as well as its amplitude to an accuracy 
of >. / 10. But that's ail. To reach better values or to find out the repartition 
of many mixed aberrations , a careful analysis is then mandatory. This can 
be clone manually or more or less automatically. Let us cite [[ becker85l] wh o 
present in his article a review of some methods commonly used for this kind 
of analysis. 

" U p to now , most interferograms have had to be evaluated ei ther by 
reading fringe numbers and their positions manually or by t racing the fringe 
line by hand with the help of a tracking dev ice such as a graphie tablet. 
Manual evaluation , however , is a very time consuming and inaccurate pro­
cedure ." 

" Other approches involve the use of image-processing systems to en­
able a computer-aided evaluation of the real fringe pattern. These systems 
usually digitize and digitally enhance t he fring e pattern. [ ... ] Interactive , 
computer-based systems allow the implementation of sophisticated algo­
rithms for image enhancement , fringe segmentation , error correction , and 
fringe numbering , which have to be applied for • the evaluation of conven­
tionally observed interferograms ." 



r-----------------------------------------·-- - -- -
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1.3.2 Modern approaches 

When one wants to initiate a scientific project m a g1ven field , the first 
preoccupation is to look for the things that do already exist in the mat­
ter . For this purpose , a close look at specialized books and magazines· is 
recommended , because scientists almost always publish the results of their 
work . 

ln the particular field of interferometry, the most interesting literature 
takes place in magazines such as Applied Optics , Optical Engineering , Laser 
Focus .. . and also in the material designers ' pamphlets (like [[ zygo80]]) . Ail 
this can give an up-to-date picture of the state of the art . A careful reading 
can also provide ideas of fields to explore , parts to ameliorate as well as 
concepts to keep . 

For some of these articles , we are giving hereunder a brief summary of 
the main ideas and concepts . Their complete reference can be found in the 
bibliograph:y. lt is clear that the list given there and summarized here is not 
exhaustive and that some articles could have been forgotten. We used ail 
what we could reach. 

We are basically interested in the systems using the raw interferogram 
( the photography of the interferometer 's screen) rather than in sophisticated 
interferometers with built-in analysis devices like those that were presented 
in [[zygo80]l and [[wyant82l]. 

In [[ haralick83]], the author describes a method for finding rid ges and 
valleys in an image. He also gives a good definition of what is a peak or a 
valley : they are characterized by t he fact that they are a "simply connected 
sequence of pixels having intensity values which are significantly higher than 
t hose neighboring the sequence" 

To detect these seq uences, he proposes to compute the first order deriva­
tive , since at such a high (or low) point , this derivative must have a zero 
crossing and is then easy to detect . Note that in [[haralick83]], the emphasis 
is on the peak detection . 

ln [[yatagay82 / 1 ]], the authors propose a semi-automatic system for the 
analysis of interferograms. Their method is relying on t he following steps : 
the definition the fringe area to be analysed , then t he application of three 
different noise suppressor or fringe enhancement programs, afterwards the 
extraction -of the fringe skeleton and its thinning and finally of an interactive 
fringe ordering . 

Funnell , in his 1981 article ( [[ funnell81 ]]) , presents full y interactive method 
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for the analysis of interferometric fringes: first of ail a mask bas to be defined 
that will determine the image bo~ndaries , then the user bas to define a line 
cutting every fringe in order to help the program in findihg the fringes in the 
interferogram. When found , the fringes are tracked following predetermined 
directions . Each time an obstacle is encountered , the program stops and is 
asking for help. 

This small sample of method does in fact represent more or Jess what can 
be clone in the field of "automatic" interferogram analysis. [[becker85l] also 
present a review of some methods commonly used for this kind of analysis . 
He is concluding bis article by the mentionning of the main steps of any 
computerized analysis system: 
(1) Digitization of the interferograms and image enhancement , (2) fringe 
segmentation and fringe coordinate extraction , (3) fringe numbering and 
correction of fringe disconnection , (4) coordinate transformation , (5) inter­
polation and extrapolation of fringe number fonction , and (6) reconstruction 
of the flow field and conversion of fringe numbers into the interesting flow 
properties. 

This is more or Jess the scheme that we will follow for our own method . 
The main difference of our method with respect to the others is consisting 
in the "intelligency" given to the computer thanks to high level data used 
to represent the fringes . This will be explained in a formai way in the next 
chapters . 



Chapter 2 

OPPORTUNITY 
ANALYSIS 

"A compromise is a solution satisfying no body." 

The po litical truism 

2.1 ESO actual requests in autom at ed interfer­
ometry 

As described in the introduction and in most of the papers on this subject , 
interferometry technique is used by the scientists and in industry to test 
lenses and mirrors . Using the interferograms produced by the tests, one 
can deduce many conclusions concerning the optical quality of the subject 
being studied . To interprete the informations contained on these interfero­
grams, one can proceed manually or use a computer-based analysis system , 
as described by [[becker85l] (see introduction) . Anyway; the method to be 
followed will be something like this : 

• photography of the observed fringes 

• digitalisation of the photography taken at the previous step (manual 
operation) 

• fringe numbering ( manu al step) and grabing of the coordinates of the 
points of the fringes 

• analysis of the detected fringes ( automated step) 

12 
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ln the future , the opticians would like to dispose over a processing of 
all these operations , the ideal would be , of course , that the computer self 
realizes each and every step. · 

The next chapter will tell us what could be a solution that would lead 
us to the full realization of such a task . 

2.2 Design of a global solution for both recording 
and analysis of interferograms 

2.2.1 Introduction : which diffi.culties will we encounter ? 

First of all , we must know that "beautiful" and "ugly" interferograms exist 
in the nature . The beautiful one look like the one shown in fig . 2.1: regular 
fringes, good contrast . . . while the ugly one is characterized by fringes not 
straight and/ or by hales in the image , hiding pieces of fringes and/ or noise 
limiting the image contrast and/ or variations in the thickness of the fringes. 
An example of an ugly interferogram is shown on fig 2.2. 

fig . 2.1 beautiful interferogram 
fig . 2.2 ugly interferogram 

2.2.2 An idea ... 

lt is a fact that beautiful interferogram cause less problems 1 for bath record­
ing and analysing steps . Therefore , the first idea would be to transform the 

1For a more complete descri ption of the problems t hat can occur , see [[ dekker85J]. He 
presents in a li tt le interna! note a non-exhaustive list of the problems that a analysis 
sys tem will have to face . 
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"ugly" one into "beautiful" one before analysing the image. This way of 
doing would have as main advantage the modularisation of the processes . 
Now, let us see how such an "estlietic surgerey operation" a pp lied ta inter­
ferograms would be possible . 

2.2.3 Draw of a solution. 

- noise suppress sometimes , noise appears in the images. lt is caused 
by the devices used to get the interferogram , or in the 
case of system lenses studies , by the lenses themselves 
that create sub-interferences thai appear in the final 
image . 

- useful part the useful part of the interferogram is most of the time 
circular while the photography is rectangular, causing 
unuseful arrays to appear in the image .' The good part 
must be detected. 

- fringe detection afterwards, the task will be to detect the fringes in 
the image, that is to extract them from the noisy im­
age environment and to get unuseful signal free fringes . 
(This means : to have an image where the only visible 
information is the set of noise free fringes.) 

- broken fringes sometimes , discontinuities rnay appear in the fringes . 
to avoid counting the pieces of fringe twice , they must 
be rejoined . The aim and main characteristic of 
this project will be to automatize these edi­
tion using high level structures such as tree­
structures and and related features . Ail this will 
be explained later on in chapter 4: implementation 
analysis . 

- fringe ordering 

- analysis 

using one of the many algorithms that allow us to salve 
this problem, to follow the fringes and to order thern. 

we may now proceed to the last step of this sequence 
and analyse our interferogram thanks to the data pro-
cessed by the previous steps . 

2.2.4 Conclusions 

Let us call- the different steps above : " usefull subsystem" that is , a system 
which is not complete , but that will be helpfull for the opticians , since it 
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considers only a subpart of all what could be clone for the purpose of analysis 
of interferograms2

: fringe recogni~ion and fringe edition. 

2.3 One possible useful sub-system 

Hereunder , we present four steps that will be part of the system we are 
planning to build . 

--+ binary The process consists here into the creatibn of a new 
binary image derived from the original one; in other 
words an image on which only the fringes will appear , 
thinned and noise free . 

--+ "edition" rejoining the broken parts of the fringes will be neces­
sary to be abble to order them correctly and to execute 
the next steps of the processing . This operation will 
be fully automatic , but in special cases , the operator 
will have the ability to interactively edit the results . 

-----> ordering with the binary image obtained and edited at bath 
previous steps , this partly interactive step will create 
and fill a table with the positions and order number of 
each fringe detected . The user , in some cases will have 
to (dis)agree the proposed order and will be given the 
ability to furnish its own numbering . 

-----+ anal y sis knowing points coordinates and their fringe order num­
ber , we can now execu te an anal y sis step to furnish the 
values of the optical aberrations or a 3D view of the 
mirror shape. (See [[zygo80l] and the glossary for the 
interpretation of the aberrations) . 

Other methods do really exist , that would certainly provide comparable 
results. The differences between them often concerns their interactivity 
degree which has been dramaticaly reduced in our method . The reader 
will find some of these methods in [[zygo80]], [[ funnell81 ]], [[ robinson83]], 
[[wyant82]], [[yatagay82/ 2]], [?], [[yatagay82/ 1]], [l nakadate81 ]], [[ becker82]], 
[[choudry83]], [[cline82]], [[ nakadate83l], [[ trolinger85 ]] . See also chapter 1, 
section 3. 

These articles will be our source of algorithms and methods for our own 
one. An other kind of approach to this problem is also presented by Becker 

2 see also future deve!opments in ch.:i.pter 5 to find out the other possibilities or .:i.dd-ons. 
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et al. in [[ becker82l]. 
This useful subsystem will consist in : 

• the fringe detection ( transformation into a binary image) 

• the fringe recognition and ordering ( rejoining the broken p1eces of 
fringe and give an order number to each fringe) 

• the fringe analysis ( optical aberrations computations) 

The other parts of the whole process are assumed to exist. (Image grabing 
and fringe analysis) . 



Chapter 3 

FUNCTIONNAL 
ANALYSIS 

"Trouver sans chercher est une chose difficile et rare; 
Trouver ce qu'on cherche est commode et facile; 

Ignorer et chercher ce qu 'on ignore est impossible ." 

A rchitas de Tarente. 

3.1 Information structurat ion 

This step aims at defining a struct ure of the informations1 that are necessary 
for the realisation of our project . 
This organization of the informations will be a static description of each 
data type 's own characteristics -we will speek of ENTITY- and will be the 
expression of the relations -we will say ASSOCIATION- that exist between 
the en ti ties . 

When necessary, we will underline some constraints owned by a data 
type -i .e . : existing constraints and possible values of data 2 . 

ln one word, THE GOAL OF THE INFORMATION STRU CT URATION IS 

TO HELP PEOPLE IN DEFININ G THE SEMANTIC OF THEIR DATA . 

Let us now see which will be the entities and their characteristics on one 
1 "information" mea.ns : the potenti a.l signification a.ttached to the d at a. 
2 Exa.mple of const ra.ints va.lue: t he posit ions (x, y) must correspond to a pixel somewhere 
inside the image 

17 
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sicle and the associations that link them on the other sicle . 

fig. 3 . 1 ENTITY -- ASSOCIATION scheme 

1 INTERFEROG 1 1 FRINGE 1 
1------------1 1------------1 
1 - size 1 _________ 1 - length 1 
1 - nb of 1 /contains \ 1 - order nb 1 
1 fringes I _______ / \ ______ I - coord . ofl 

1 1 1-N \ / 1-1 1 the ext- 1 
1 1 \ _________ / 1 remities 1 
1 1 1 1 
1 ____________ 1 1 ____________ 1 

3.2 Process structuration 

1 2-2N 
1 

____ 1 ___ _ 

/ link \ 
/ \ 
\ -link lgth/ 

\ ________ _/ 

1 

1 0- N 
______ I _____ _ 
1 PIXEL 1 

1-----------1 
1 - x pos. 1 

1 - y pos . 1 

1 - gray levl 
1 1 

1 1 
1 1 
1 ___________ , 
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This process structuration will give the ability to define a hierarchy, a de­
composition of the operations that will have to be executed to realize the 
project . This structuration wilf°be presented in a static form . 

\ 
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The processes will be structured in 4 different groups that will become 
as many different levels in the hierarchy 

project 

I \ 
I \ 

applicati on application 

I / 1 \ 1 \ 

phase phase phase phase phase phase 

1 1 I \ 
function function functi on function 

fig 3.2 Process structuration 

• The project is the object of the analysis . Here, it will be the analysis 
of interferograms. 

• The application is a quasi "self-living" process with respect to the 
other applications of the project. Here , we will say that there is only 
one application , consisting in the analysis of interferograms . So the 
project and the application are in this case mingled. 

• The phases . A phase is a manual or automatic process executed in 
one location and during an uninterrupted time duration. So , in the 
system that we have considered in the opportunity analysis , we may 
consider six main phases . 

1. Photography and disk recording of the interferogram, plus size 
reduction of the image in order to reduce the execution time . 

2. Filtering and smoothing of the image obtained, plus the definition 
of its usefull part . 
This part is not mandatory : the operator will have to decide 
of the opportunity of filtering, smoothing , ... t he interferogram, 
according to his experience. 

3. Transformation of the interferogram obtained at the end of phase 
2 in in a binary image. ( detection of the fringes) 
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4. Recognition of the fringes. Automatic step where the discon­
nected part of fringes are "re-pasted" together , and where they 
receive an order numbèr . 

5. A phase where the user can interactively edit any intermediate 
result of the process if he judge that it is necessary. 

6. The last phase consists in the analysis of the interferogram, whose 
characteristics are now stored in a table . 

Note : the phases that will be considered in this paper will be the 
phases number 3 , 4, 5 and 6 as described in the sub-system of the 
opportunity analysis , expecting that the others do already exist. 

• The fun~tions . Each fonction is associated with an elementary ob­
jective . 

The fonctions of the phase number 3 could be : 

if we proceed according to Robinson [[ robinson83]], the following 
fonctions should be defined in our phase 3 : 

1. search for a fringe in the image 

2. search for the orientation of that fring e in the image 

3. search for any local maximum on every line J_ to the line 
defined by fonction 2. and set to one the pixel in the binary 
image corresponding to the local peak found . 

- if we use the Yatagai et al. method [[yatagay82/ 1 l], we get some­
thing quite different that consists only in two steps : 

1. search for any local maxima in the image and set to "l" the 
corresponding pixel in the binary image. 

2. thin the so got structures . 

This method will be explained in detail in chapter 4 section 2 .1. 

The fonctions of the phase number 4 could be : 

1. structuration of the points of the detected fringes in order to help 
in recognizing them. 
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2. to edit this structure in order to be able to reconstruct t he original 
interferogram (if we ar? facing corrupted data) . 

3. to assign a number to each recognized fringe . 

The fonction of the phase number 5 could be : 

l . analyse the final data with any method that would use the data 
processed at the previous step3 . 

3.3 Process dynamic 

The aim of that part is to show the condi tions of the triggering , of the 
execution and of the halt of the processes in order to indicate the way the 
system will react and eventually to optimize its run . 

Here is the process dynamic diagram : 

3 see also cha p ter 5, section 2: fu ture develop~en ts. 
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1 inttmtrl 
lset up 1 
I ___ /----

* 

V 

!record 1 
linttrgrl 
---- ·! ----

V 

l~ringe 1 
1 detect . 1 
---- -~ ----

V 

ltringe 1 
1 recogn . 1 

V 

1 inttrgr 1 
1 analys. 1 

3.4 The processes static 

\ 
\ 
1 

1 

1 

1 

/ 

\ PART TO BE 
/ REALIZED. 
1 

1 

1 

1 

/ 
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Processes static will give us the ability to better define each process in term 
of 

• the objectives to be realized; 

• the quality expected ; 

• the rules to transform the input into the right output . 

This will be specified for each phase and for each function. ( Hereunder , we 
present an example of the static description of our problem at first for the 
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phases, and afterwards for each function of these phases according to the 
decomposition decided in the process struturation .) . 

Phase 3: [-> fringe detection] 

- Objective to transform the interferogram given by phase 2 into a 
new one , similar to the first , but in which the remaining 
information will be the peaks detected. So it will be a 
binary image. 

- Quality any addition nor rejection of fringes and suppress10n of 
the noise . 

- Input the interferogram processed by phase two . 

- Output a new, binary, interferogram ; the previous unchanged. 

Phase 4: [-> fringe recognition] 

- Objective to edit the binary image given by phase 3 in such a way 
that the broken fringes be reconstructed and to assing an 
order number to each. 

- Quality automatic , efficient, not too much time consuming . 

- Input the binary image . 

- Output a table with the characterisitics of the fringes (position of 
their points and order numbers . 

Phase 5: [- > fringe analysis ] 

- Objective to analyse the data given by phase 4 and to issue a list 
of ail the aberrations of the optic that produced the in­
terferogram. to ensure the availability of data for future 
application programs. 

- Quality the results ought to be proper and accurate . 

- Input the table with the fringes points and order numbers . 

- Output a list containing the computed optical aberrations . 

Now let us consider all the functions defined for each phase: 

With the Robinson method [[robinson83 l] , we can define : 
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Phase 3, Function a: [ -> fringe search] 

- Objective 

- Quality 

- Method 

- Input 

- Output 

on the rough image, set a system axes with (0 ,0) coordi­
nates at random on a fringe of the interferogram. 

easy,· fast and efficient search. 

search for the maximum on each axis , the maximum must 
be on a fringe . that maximum becomes the new point 
(0,0) . 

the interferogram processed by the previous phase . 

the coordinat es of one point of a fringe. 

Phase 3 , Function b: [ -> fringe orientation search] 

- Objective 

- Quality 

- Method 

- Input 

- Output 

on the rough image , determine the fringe orientation of 
which we know a point. 

the result is a line , tangent to the fringe at the given-point . 

the Robinson method , as explained in [[ robinson83 l] . 

the interferogram processed by the previous function; the 
coordinates of one point of a fringe . 

another point coordinate through which the tangent de­
fined above passes . 

Phase 3, Function c: [ - > search for the peaks on the 
interferogram and write the binary image] 

- Objective 

- Quality 

- Method 

- Input 

- Output 

search for any peak ; set the corresponding pixel m the 
binary image to 1. 

as few error as possible in detecting the peaks . 

the Robinson method : scanning ..l to the line defined in 
function b). 

the interferogram processed by the previous funtion the 
coordinates of t he line . 
the binary image ; the rough image left unchanged . 

Ifwe use -the Yatagai et al. method [[yatagay82 / I ]], we can define : 
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Phase 3, Function a: [ - > search for the peaks on the interfero­
gram; write the binary image] 

- Objective detect any pixel that can be considered as a local maxi­
mum; set to a "high value" the corresponding pixel in the 
binary image . 

- Quality as few error_ as possible in detecting the peaks ; fast ; ap­
plicable to any kind of interferogram. 

- Method we present in chapter 4, section 2.1 of this analysis a com­
plete description of the method . the interest.ed reader will 
find in Yatagai et al. [[yatagay82 / l l] an other approach 
of the description of this method . 

- Input the interferogram processed by the previous phase and the 
parameters . 

- Output the binary image and the rough image left unchanged. 

Phase 3, Function b : [ - > thinning of the fringes ] 

- Objective 

- Method 

- Input 

- Output 

to thin each fringe of the binary interferogram . 

this fonction will be realized wi th one of the Pav li dis 
method , found in chapter 9 of [[ pavlidis82l]. 

the binary interferogram (the result of the filtering of the 
original image) . 

a new binary image. 

Phase 4 , Function a : [ -> positions] 

- Objective 

- Quality 

- Method 

- Input 

- Output 

to get the position of each high-valued pixel in the binary 
image. 

efficiency. 

scanning of the binary image . 

the binary image . 

the table with the positions of the high-valued pixels. 

Phase 4, Function b: [positions - > MST]4 

4 seê nex t chapter 4 and glossary fo r explan.i.tions about trees and MST. 
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- Objective to create , with the positions of the pixels given by fonction 
a , the minimum spanning tree associated with these data. 
(See next chap'ters and glossary for explanations about 
minimal spanning tree) . 

- Quality efficiency, speed. 

- Method the Rohlf method was used (See explanations in [[ rohlf78]]) . 

- Input the table with the positions of the high-valued pixels . 

- Output a new table containing the MST. 

Phase 4, Function c: [ - > Split] 

- Objective 

- Quality 

- Method 

- Input 
- Output 

at this moment we dispose only of one tree. The goal , 
now, is to have one tree per fringe . 

efficiency; that is : eut only the wrong links . 

do the split whenever the split conditions are encountered 
5 

the MST table . 
the tables resMST ( = MST splitted) and metaMST ( =one 
entry per fringe) (see glossary of terms). 

Phase 4, Function d: [ - > Merge] 

- Objective 

- Quality 

- Method 

- Input 
- Output 

in order to rejoin the broken parts of a fringe , such a 
merge operation is necessary. 

efficiency. 

create a list of ail the possible links ; choose in this list the 
best candidates for merging first . 

the tables meta-MSTtee and resMST . 
the tables meta-MST and resMST edited. 

Phase 4 , Function e: [ - > sorting and numbering of the fringes ] 
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- Objective 

- Quality 
- Method 

- -Input 

- Output 

sort these crossing points , give a number to each of them 
and give the same number to all the points belonging to 
the same fringe·. 

fast and correct . 
sort the points crossing the fringes according to their dis­
tance to the first point . 

the coordinates of the crossing points . 

a table containing X-positions , y-positions and order num­
ber of each point of the fringes . 

3.5 Conclusions 

Now the problem is well defined , we may attach ourselves to the development 
of al] the parts of the problem defined here . The global structure in phases 
and fonctions enables us to create our programs in a very modular fashion 
with all the advantages off such a way of doing : easy to understand , easy 
to modify or to update , easy to introduce in any kind of software system. 



Chapter 4 

IMPLEMENTATION 
ANALYSIS 

4.1 intro duction 

"Ce nt fois sur le métier 
remettez votre ouvrage." 

Proverbe frança is . 

This third part of the analysis aims to give a clear and complete description 
of each phase of the sub-system defined in chapter 2 and detailed in chapter 
3. For each fonction , we will describe as clearly as possible : 

• a short introduction; 

• the method being used ; 

• the data structures involved ; 

• a shematic description of the algorithm. 

• a critical presentation of its results : advantages , disadvantages , cor­
rections to apply to the method. 

Emphasis will be on phases 3 and 4 : they are those for which we had to 
create new procedures , to invent method or to experiment new possibilities . 

28 
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4.2 Full description of the first step : Phase 3 

4.2.1 Function a: 
ferogram] 

[ - >' search for the peaks in the inter-

The method being used. 

Because it seems to be the most efficient method for this step , we will retain 
the Yatagai et al. method described in [[yatagay82/ 1]]. We present here the 
most interesting part for the realization of this step . 

The goal of this phase is to detect the peaks that form the fringes in 
the interferogram. The problem encountered here is that those fringes are 
not always well defined and well contrasted : they may become fuzzy along 
the border of the image ; they are sometimes burried in noise or they may 
appear very broad or very thin , and their thickness is not always constant. 
So , we have to cope with a huge amount of different cases : good cases , bad 
cases , .. . or worse . 

The question is now : in a typical image, what is a peak ? Which are 
its characteristics ? Let us assume that we have a !-dimension image (an 
image that con tains only one line) . lts general shape ressemble this : 
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·O 

-1 

MICRON 

There , peaks can easily be detected since what makes a pixel be a peak , 
is that it is higher than its neighbors 1 ! 

If we compare t he one-line plot here above with a sine function , for exam­
ple , we can also remark bath peaks and valleys : 

1 1n l[ haralick83)] , the ,,uthor gives a defin it ion of what is a peak and a valley in an image: 
a "simply connected sequence of pixels having in tensity values which are significan tly 
higher than th ose neigh boring the sequence" 
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t 

fig . 4.2 a sine fonction also shows peaks and valleys 

The best way to detect these peaks is to calculate the first order deriva­
tive and to look for the points in which our derivative becomes zero. This 
is the basic idea that will lead us to the solution of our problem . But we 
musn ' t forget that we are facing two dimensionnai fonctions , so that we will 
have to apply the 2 dimensionnai first order derivative (the gradient) on our 
interferogram. 

The Yatagai method proposes a way of computing such a gradient . lt 
uses a window, scanning the hole image pixel by pixel. This window can be 
either a 3x3 , a 5x5 or a larger one . The · window size has to be adapted to 
the fringe thickness of the interferogram. For thick fringes , one has to apply 
a large window , while thin fringes just need a small one. The center of this 
window always represent the pixel being tested , in other words , the point in 
the .image for which we try to find out if it is a maximum or not . 
The figure on the next page represents such an image scanned by a 5x5 
window . 



Chapter 4. Implementation Analysis 32 

1 1 

1 1 

1 1 

1 1 
1 1 

1 1 

1 I M A G E 1 

1 1 

1 1 

1 1 

1 1 

1 1 

1 5X5 window 1 

1 1 
1 / 1 

1 / 1 
1 __________ I 1 

I_ I_I_I _I_I / 1 
1_1_1_1_1_1 1 
l_l_lxl_l_l 1 
I_I_I_I_I_I 1 
1_1_1_1_1_1 ____________________________________________________ 1 

fig 4 .3a Representation of an image scanned by a 5X5 window. 

Hereunder , we present a view of this window . The XX represent the point 
being tested . 

1 1 1 1 1 1 
1--1--1--1--1--1 
1 1 1 1 1 1 
1--1--1--1--1--1 
1 1 IXXI 1 1 
1--1 -- 1--1--1 -- 1 
1 1 1 1 1 1 
1--1--1--1-- 1--1 
1 1 1 1 1 1 
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fig4 .3b View of a window 

. 
The formulamsed to compu te the maxima were took from [[yatagay82/ 1]] 

and have been slightly updated by us (introduction of a threshold to get rid 
of noise) . They represent four different tests to execute . Each of these tests 
will be a criteria to satisfy. At least one of the four must be satisfied . 
We will use the number of criteria to apply : n = 1, 2, 3 or 4 of the following 
tests, according t o the level of severity that we want to apply. 

1. 

1 1 

I: P (o, i) > T I: p (- 2,i) 
i= - 1 i=- 1 

and 

1 1 

I: P (o ,i) > T I: P (2 ,i) 
i= - 1 i= - 1 

2. 

1 1 

I: P (i ,o) > T I: P (i ,-2 ) 
i = -1 i =- 1 

and 

1 1 

I: P (i ,o) > T I: p (2,i) 
i=-1 i =- 1 

3. 

1 

L P (i ,i ) > T (P(-2 ,l ) + p (-2,2) '. p (- 1,2)) 
i = - 1 

and 

1 

I: P (i ,i ) > ( P (2,- i ) +. P (2 ,- 2) + P (l ,-2) ) T 
i=- 1 
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4. 

l • 

L p (i,-t) > (P(2 ,1) + P(2 ,2) + P(l ,2)) T 
i=-1 

and 

l 

L p (i,-i) > ( P(-2 ,- 1) + p (-2,-2) + p(-1 ,- 2)) T 
i=- 1 

P; ,j represent the pixel in the window , characterized by its coordinates . 
T is here a threshold level expressed in % . lt is used to get rid of the noise2

. 

This threshold will be efficient, because in most of the cases , the noise is 
random and almost "fiat" while the fringes almost show a gaussian shape. 

Below the little pictures explain what is actually computed by the tests 
we do. 

----------- ----------- ----------- -----------
1_1x1x1x1_1 1_1 _1_1_1_1 x 1x 1_1_1 _1 1_1_1_1x1x1 
1_1_1_1_1_1 1x 1_10 1_1 x 1 x 1_1_1 01_1 1_1 01_ 1_1x1 
1_1010101_1 1x1_101_1x1 _1_1 01_ 1_1 1_1 _10 1_1 _1 
1_1_1_1_1_1 1x1_101_1x1 1_101_1_1x1 1x 1_1_1 01_1 
I_I XIX IXI_I 1_ 1_1_1_1_1 I_I_I_I XIXI 1x1x1_ 1_1_1 

1 2 3 4 

fig 4.4 The four tests presented at previous page and what they 
do actually represent in the window . 

The parameters n and T can determine the accuracy of the peak detec­
tion : if n equals 1 for example , too many pixels should be considered as 
peaks in some cases ; if n is too high (3 or 4) the fringes risk to appear as 
interrupted lines in many locations in the binary image. T can be set to any 
value ( 2: 0) , in order to get a good accuracy in the peak detection , and to 
get rid of the noise . 

We musn 't forg~~ that the size of the window is a parameter too : it has to 

2 oise is in this case : local maxima detected between the fringes 
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be adapted to the fringe thickness . 
Another interesting point to underline is that we don' t need to define the 
useful part of the interferogram at this step since the method will consider 
ail what is not fringe as noise and will delete it in the result . 

The data structures involved. 

l. INPUT: 

• the rough interferogram [image structure in rows and colums] 
(see appendix B for description of the data structures) 

• parameters 
n number of cri teria 
T threshold value 
W window size 

2. OUTPUT: 

• the binary interferogram [image structure in rows and columns] 
( see appendix B for description of the data st ructures) 

Program design. 

1. the calling sequence , with the parameters defined previously should 
be : 

FIL IER/MAXIMA in/rame out-bin-frame window-size criteria thresh­
old 

2. program structure 

1 1 
1 _____ 1 

/ 1 \ 

/ 1 \ 

/ 1 \ 

1 1 1 1 1 1 
1 ___ 1 1 _____ 1 1 ___ 1 

--- - -> cl 

/ \ 
/ \ 
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/ \ 

1 ~ 1 1 1 1 
1 ___ 1 1 _____ 1 1 ___ 1 

----> c2 
/ \ 

/ \ 
/ \ 

1 1 1 1 1 1 

1 ___ 1 1 _____ 1 1 ___ 1 

----> c3 

cl while not eolines 
c2 while not eopixel on one l i ne 
c3 while true test< n and ntest < 4-n+true_test 

3. Variables used in this program. 
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A !-dimension array that will contain the border of our 
window 

J the image, considered as a 2-dimensionnal array 

BI the binary image, considered as a 2-dimensionnal array 
of the same size as I 

T threshold (given parameter) [T 2'. ü] 
W window size (given parameter) [W = 3, 5, 7, 9 , ... ] 

n number of criteria. in fact , the number of tests neces­
sary to declare the pixel in J( i, k) to be a peak. ( n is 
also a parameter) 

i , k indices indicating the position of t e pixel being tested 
in the array I 

bl, el indices of the first and last line of the image to be anal­
ysed . 

bp , ep indices of t he first and last column of the image to be 
analysed 

true - test indicates the number of tests that where successfull for 
a given pixel. If true-test is greater than n , the pixel is 

n - test 

b 

sp 

sl , s2 

4. Pseudo-code . 

considered as a peak . · 

contains the order number of the current test (1st , 2nd , 
3rd or 4th) 

contains the maximum displacement in the window ac­
cording to the window size . i.e. : if W = 5 • b = I ; if 
W = 7 • b = 2; .. . 

variable containing the sum of the "middle of the win­
dow" pixels 

variable co taining the sum of the "border of the win­
dow" pixels 

Program maxima (inframe , outframe, W,n,T , ) 

open inframe 
verify if subframe is part of inframe 
verify n {between 1 and 4} 
verify W {integer,>0 , odd} 
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verify T {>O} 

create out_bin_frame ='O 
open out_bin_frame 

call tests(inframe, outframe, W, n,T) 

close inframe 
close out_bin_frame 
display out_bin_frame 

end program . 

procedure tests 

do while not end of image 
do while not end of line in the image 

compute the sum of -the center of the window 
compute the sum of the edges 

38 

do while nb test to do< true_test f ound and not maximum 
do the test 

end do 
next pixel in the line 

end do 
next line in the image 

end do 

end procedure 

5. Program code 

See appendix F 

Critical presentation of the results obtained. 

1. Let us now calculate the t ime consumation of the algorithm, just to 
give an example of the performance of this algorit m . 
As a mat ter of fact, because it processes a matrix ( appendix B shows 
that an image can be represented by a two dimensionna! matrix), we 
can expect that the response time be in the order of O(n2) where n 

is the size of the matrix. ln fact , we have the following terms in our 
problem : 

• F(s 2 ) for the initialisation of our image . (s is the image size) 

', 
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• F( s2) : for the scanning of the original image, pixel by pixel ( the 
window path through the image) . 

• F' ( ( w - 1) * 4) : the transformation of the window structure in a 
linear structure (see subroutine interface-border in the program 
code ( appendix F ) ) 

• F" ( n) : fonction depending on the number of criteria ( can be 
tonsidered as a constant) 

• F'(2(w - 2)) : the subroutine sum-of-the-border (see subroutine 
sum-of-the-border in the program code (appendix F )) 

• F'( w - 2) : the subroutine sum-of-the-middle (see sub routine 
sum-of- t he-middle in the program code ( appendix F ) ) 

So , we can write the whole expression that will give us the fonction of 
time consumation of our algorithm . 

F(s2
) + F(s 2

) * (F'(4(w - 1)) + F'(2(w - 2)) + F'(w - 2)) 

giving O( s2 , w). The pace of our algorithm is then dependent of the 
square of the picture size and of the window size . 

2. ow, let us look more precisely to the results and to the effect of the 
appli cation of different parameter values . 

• T the t hreshold level. lt is very usefol to suppress the edges and 
the li ttle peaks that are sometimes detected between the fringes . 
See fig . 4.5 and following to realize how the threshold can g1ve 
appreciable results when applied at different values . 

• n the number of tests to satisfy to declare that a given pixel is a 
peak . The different tests have shown that the most usefol values 
where 2 and 3. 1 gives too much peaks while 4 is too severe . So , 
we will commonly use 2 as a medium value and forget about this 
parameter. 

• W the window size (3 ,5,7, ... ) . 
Let t be the t hikness of our frin ges ( or of the valleys) and s be 
the size of our image. If t is large , we must apply a large window 
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on it . A too tiny window would give us separate points (see fig­
ures 4.6a and 4.6b) while a large one provide well defined fringes 
(figure 4.6c) . Suppose 'now that we enlarge this image , thus we 
augment s, and t will also augment according to the scale en­
largement while W will have to be larger too, in order to keep 
the same accuracy in the fringe definition. The immediate conse­
quence of this is that the execution time will be highly in·creased. 
Suppose now that we reduce this picture size, we can expect the 
opposite behaviour! With · such notes , we may now propose to 
the user the rebinning of the image before its processing with the 
filter . The rebin fac tor (the size reduction factor) will h.ave to be 
determined according to the number of fringes that one can see 
in the image , this , in order to minimize the size , while keeping a 
minimum free space between the fringes (since if there is any free 
space between them , they are merged together !) 

3. The main default of this algorithm is that the window size , parameter 
defined according to the fringe thickness , ought to vary because of the 
variation of the fringe thickness among the interferogram ! That 's why, 
for this step , the problem will remain open and new improvements , or 
a brand new method could be developped in order to cope with this 
fringe characteristic. 

Another way of doing to keep the present method working in each case 
would be to filter the same original image with different window sizes 
and to add the so got binary images . The result of the application 
of the method with a small window would make appear the thinnest 
parts of the fringes while the same method applied with a higher sized 
window would bring us the broadest parts . But th is way of doing is 
quite delicate , and .. . longer . 
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Fig . 4.5 a) original image , 
Fig. 4.5 b) image processed with a small threshold level 
Fig . 4.5 c) image processed 'with a high threshold level 

~) 
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~) 
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Fig . 4.6 a) original image , 
Fig . 4.6 b) the image on which we applied a too small window 
Fig . 4.6 c) the same image treated with a large window. 

o) 

~) 
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b) 
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Figure 2.7 in order to speed up the filtering , the rebinning of the inter­
ferogram can be applied , keeping in mind that it involves a lost of accuracy 
and that the fringes must be separated by a least one pixel. 
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4.2.2 Function b: [ -> thinning of the fringe structure] 

introduction 

Why this new step ? 

44 

If you remember the figures of the previous pages , presenting the results of 
the filtering , you will agree V:,ith us that the binary fringes so obtained are 
rather thick ! One consequence of that fact is that we then have many points 
not always useful, since we are only interested in the center of the fringes 
and not by what could be called "noise" of the fringes. An other advantage 
of a so called thinning of the fringes , is that we would get Jess points while 
keeping the fringes shape . 

description of the method 

To thin linear or quasi-linear structures , Pavlidis proposes in [[ pavl{dis82]] 
many interesting ways of doing . We have retained only one , which is appli­
cable to our problem and gives proper results. It is called "classical thinning 
algorithm" and works a way similar to the filtering process described before : 
As a matter of fact it uses a ki nd of window to scan the image and flag the 
points belonging ( or not belonging) to the skeleton of t he linear structure . 

fig . 4.8 here you can see how the thinning works. 

The data structures involved 

1. INPUT : 
the binary image. (See appendix B for the description of a binary 
image structure) 
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2. OUTPUT : 
the thinned image , which is a new binary image but with less points . . 

3. program design : 

(a) calling sequence : 
THIN/IMAGE bin-image thinned-image 

(b) the program structure , its variables and its pseudo-code ~on 't 
be described here since the method and program already exist in 
the image processing package MIDAS used for this purpose(see 
appendix A for a complete description of the MIDAS image data 
analysis system). 

( c) resul ts : 
here above, we present the result of the thinning of the binary 
image. One can note that the shape of each fringe is kept and 
that we dispose over the skeleton of the fringes . One advantage 
of this method is that it requires any parameter. 

4.2.3 General conclusions about this phase. 

ln the case of not-too-bad interferograms ( we mean interferograms where 
the the fringe thickness doesn ' t, vary much) , the final result provided by this 
step is what we actually wanted : to extract the fringes from the original 
interferogram and to get rid of the noise whil e keeping the whole information : 
that is fringe shape and fringe positions. 

ln some particular cases, if, for instance the threshold level was not set 
properly, some noise may remain , or too much points might have disap­
peared . In such a situation the user has the ability to edit the fringes by 
adding or deleting points using a MIDAS (see appendix A) command and 
the cursor facility of the video monitor . 

4.3 Full description of the second step Phase 4 

4.3.1 introduction 

ln order to avoid the use of too many human interventions in the process 
of editi~g the fringes , we have thought of a new representation for these 
structures. that would facilitate their handling and updating . 
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This new representation is described hereunder . We will also develop more 
accurately the different fonctions of this phase because each of these rep­
resent different algorithms ( easy às well as complicated), which sometimes 
gains to be carefully explained. 

General description of the method. 

Rem1nd now that we have got a binary image , processed by the first step 
of this project . With this binary image , we can write a table in which we 
represent the positions ( x and y) of the high-valued pixels : 

1 2 3 4 5 6 

-------------
1 1 1 1 1 1 1 1 
2 IXI 1 1 1 1 1 
3 1 IXIXI IXI 1 
4 1 1 1 IXIXIXI 
5 1_1_1_1_1_1_1 

fig 4.9 : location of the pixels in an image 

ln this ex ample , the location of the pixels ( rnarked X in the example above) 
can be expressed by : ((2 , 1),(3 , 2),(3 ,3),(3 , 5) , (4 , 4),(4 , 5) , (4 , 6)) . These 
coordinates can now be used to create the adjacency graph of these pixels . 
Moreover , with their positions , the distances between thern can be com­
puted . 

X 

\ 
x-x X 

\/1\ 
X X X 

Fig . 4.10 Example of a graph generated with the coordinates of 
the points of the previous figure . 

This is not the graph that we will use . What we will compute , in fact , is the 
minimal spanning tree (MST) (See glossary of terrns for ail what con- cerns 
trees and MST's ; see also [[zahn71 ]] for a complete description of MST's) . 
The MST of our exarnple will be : 
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X 

\ 
x-x X 

\ 
x-x-x 

Fig.4.11 The minimal spanning tree graph generated with the 
points of fig 4.9 
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beca_use of the shorter distances involved. (The sum of the distances involved 
in fig 4 .10 is higher than the sum of the distances in fig . 4.11.) 

The usefulness of such a representation, is that we mïght edit the tree : 
with cutting the leaves and little branches, splitting into subtrees , merging 
subtrees with others and so on. The examples shown at the end of the 
description of each function will present with more details what are actually 
leaves, branches, subtrees, ... 

4.3.2 Phase 4, Function a: [ - > table with the positions] 

This function aims to get all the high-valued pixels of the thinned binary 
image to fill in a table with their positions. 

Method to get this table filled. 

• scan the binary image; 

• each time a high-valued pixel is encountered, the current position 
of the scanner is stored in the table. 

The data structures involved. 

1. INPUT 

• the thinned binary image ( the skeleton) . ( see appendix B for a 
description of the data structures). 

2. OUPUT 

• the table with the coordinates (see appendix B for a description 
of the data structures) . 
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Program design. 

l. calling sequence : 
POSITIONS/TAB input-bin-image ouput-table 

2. program structure: 

1 1 
1 _____ 1 

. / 1 \ 

/ 1 \ 

/ 1 \ 

1 1 1 1 1 1 
I ___ J , _____ , , ___ , 

-----> cl 
/ 1 \ 

/ 1· . \ 
/ 1 \ 

1 1 1 1 1 1 
I ___ J I _____ I I ___ J 

- - - - > c2 

/ / C4 
/ / 

C3 \ 

\ 
\ 
\ 

1 1 1 1 1 1 1 1 

1 -- 1 1 --- 1 1 --- 1 1 -- 1 

cl trom begin_line to end line 
c2 trom begin_pixel to end_pixel 
c3 high_valued pixel 
c4 zero_valued pixe l 

3. the variables used in this program : 

i ,k current pixel posi t ion 

j ,l boundaries of t he image 

im, tab input image and output table 

cur-p1x indice of the last pixel stored in the table 

4. pseudo-code : 

48 
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Conclusions. 

i =2 
cur_pix = 1 
do while i<j 

k=2 
do while k<l 

if im(i ,k) = high_value 
then tab(cur _p i x,x ) = i 

tab(cur_pix,y ) = j 
cur_pix = cur_pix + 1 

endif 
k = k + 1 

end do 
i = i + 1 

end do 
end program 

This little program , easy to write causes any major problem. 

4.3.3 Phase 4 , Function b: [ -> MST) 
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This fonc t ion will read t he t abl e of t he posit ions and fu rnish another table 
cont ainin g the MS T . (Do not fo rget to have a look at t he glossary of te rms 
to fin d out what 's an MST , if you don 't remember the first explanations) 

The method. 

The method used has been proposed by F . J ames RO HLF in his 1978 paper 
( [[ rohlf78]]) 3

. 

We have used it because it was repu ted to be the fastest at this moment, 
however complicated . 

The data structure involved. 

1. I P UT 
3

Rohlf also prop osed methods for the clustering of points in an 1972 article: [[rohlf721]. 
The reader would also find in l[ tanimoto771] a review of wha.t can be clone with graphs 
and p oints 
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• the table with the positions : (see appendix B for a description 
of the data structures) . . 

• the parameters : a grid size (See method in [irohlf78]]) 

2. OUTPUT 

• the MST table (see appendix B for a description of the . data 
structures). 

Program design. 

1. calling sequence : 
MST /TAB positions-table MS Tree-table grid-size 

2. for the other parts of program design see listing and [[rohlf78]] 

Conclusions. 

The histogram of the distribution of the distances of t he links ( distances 
between the points) gives evidence that points are always linked with their 
nearest neighbors . This way of linking ensures us that we will keep our 
fringe structure. The longest links are then obligatory inter-fringe links . 

Fig. 4.12a : The MST-table plot showing the links between the 
different pixels . The shortest links have been created between 
the closest points , while the longest straight lines represent the 
links generated ta connect the fringes together . 
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Fig . 4.12b : Histogram presenting the length of links distribution 
generated in the MST of an interferogram . Note t hat the most 
frequent links are short links. 
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4.3.4 Phase 4, Function c: [-> Split] 

Now using the Minimal Spanning. Tree that we have created thanks to the 
positions, we may continue the process and try to split the fringes , try to 
separate them into single subtrees. Each subtree will be a fringe or a piece 
of fringe. 

Method. 

ln a first attempt to reach this goal , we will eut the links between points 
that are far enough from each other ( dist > ✓2) and , especially, the links 
that have a too large angle difference with the one formed by th e neighboring 
points . 

\ . / \./ 
link kept 

. _ . _. _. / \ . _ . _. 
1 \. / . 

link to be deleted 1 

. _ . _._!_ . _ . _ . _ . 

\ . / 

Fig. 4.13 Links to keep or to suppress. 

the data structures involved. 

1. INPUT : 

• the MST table (see appendix B for a description of the data 
structures). 

2. OUTPUT : 

• the edited MST table witch will contain less entries since the tree 
has been now splitted. (It means that links have disappeared) 

• the metaMST table witch contains one entry per de tected fringe . 
(see appendix B for a description of the data structures). 
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program design. 

1. program structure 

1 1 
1 _ _ ___ 1 

/ 1 \ 

/ 1 \ 

/ 1 \ 

1 1 1 1 1 1 
I ___ I 1 _ ____ 1 I ___ I 

6 -----> c l 1 
/ 1 \ 

/ 1 c2\ 

1 1 1 1 1 1 1 1 
1 __ 1 U U 1 __ 1 

5 4 3 2 

cl while not end of tree 
c2 node has more than one son 

1 : transform MST into a more conventionna! tree form (see 
var i able used in the program for the structure) 

3 compute the tree tilts 
l ook for the smallest angle difference 
spl i t i f angle difference and distance satisf y the condit i ons 

6 : update metaMST giving the fr i nge length . 

2. the variable used in this pro gram 

53 
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tree array containing the MSTree transformed in a more use­
full way : for each entry, you have (sonl-pointer ,son2-
pointer ,son3-pointèr ,father-pointer , dist-to-father ,x-coord ,y­
coord) 

pt pointer to the current node in tree 

tiltl angle between one point of the link and a point of its 
neighborhood at a depth it depth. 

tilt2 angle between one point of the link and a point of its 
neighborhood at a depth depth . 

tilt3 angle between the two points of the link 

indi current indice of MST 
indo last entry of resMST 

indm last entry of metaMST 

depth depth of search in the neighborhood of one point. ( useful 
for the -corn pu ting of the local angle of the fringe) 

3. pseudo-code 4 
: 

include MST->tree transform 
pt=l 
do while pt not> last elememt of tree 

if element_of_tree(pt) hasn't more than one son 
then do nothing 
else compute the three tilt using depth 

compute the six angle differences from these 
angles 

look for the smallest ones 
suppress the t wo links that have the great­

est angle 
difference in resMST 

add an entry in metaMST 
endif 

pt= pt + 1 
enddo 
edit metaMST giving the length of fringes 

end split 

4 For t his fun ction, [[ ah o74)] and [[ knuth73]J have been helpful in p roviding some algo­
ri t hms for tree scan ning 
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conclusions. 

This method has been successful .in all the cases tested as you can see in 
the example shown hereunder . lt is also quite fast (only one scan and one 
rewrite of the MST) . 

Fig . 4 .13b : Example of the application of the split algorithm to 
the MST : the longest links have been eut. 

4 .3.5 Phase 4 , Function d: [ - > Merge] 

Now, we dispose over an cer.tain amount of fringes or part of fringes , stored 
into the MST. The aim of this step will be to merge the part of the fringes 
not well connected with the best fitting other pieces of fringe or with the 
border of our interferogram. 

Method. 

For this purpose , we will build a list of all the merge possibilities . That 
is a list in which each entry will be a reference to an ed ge point plus a ref­
erence to another edge point of another fringe or to the border . 
For example : the list of possible links for these pieces of fringes will be the 
following set of pairs of points : 
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2 

*------------* 
1 3 4 

* *7 
/6 \ ______ _ 

/ \ 
*5 *8 

Fig . 4.14 Example of 4 pieces of fringes to link together . 

(! ,border) ; (2 ,3) ; (2 ,border) ; (2 ,6) ; (2 ,7); (3 ,border); (3 ,2) ; (3 ,6) ; .. . 
Note that pairs like (2 ,5) or (8 ,4) or (2 ,4) are not proposed : in fact these 

points are not in scope of each other . 
Each entry of this 

0

list will also contain other informations such as the dis­
tance between the two points proposed for the linking and a value of the 
angle diff erence of the proto-link and the neighborhood of both points on 
the fringes : 

- - - - - - *\ ___________ _ 

1 2 3 \ 

Fig 4.15 How the angles are computed . 

proto-link : (link (2 ,3)) 0° 
neighborhood of 3 : (link (3 ,4)) - 30° 
neighborhood of 2 : (link ( 1,2)) 180° 

*4 

ln a second step , our merge process will search in the list of propositions 
for the best one, that is : 

• the proto-link with the shortest length and 

• the proto-link with the smallest angle difference , as explained above. 

For example , we will avoid to merge like this : 



Chapter 4. Implementation Analysis 

----------------* *----------------
\ 

\ 
*--------------------

Fig. 4.16a Merge not good the angles of the proto-link is no 
the best one . 

a_nd will prefer : 

----------------* - - - - - - - - - - _* _______________ _ 

*--------------------

Fig . 4.16b Merge is correct : ,the angle is better than in fig 4.16a, 
although the distance between the two points linked is higher . 

We will also avoid to merge in this case : 

---. ------------* 
\ 

\ 
*--------------------

Fig. 4.17 Avoid to create a link that would cross an existing one. 
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That is , we will have to check if our proposition is not crossing an existing 
fringe. 

The data structures involved. 

1. INPUT : 

• the edited Minimal Spanning Tree 
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• the meta-Minimal Spanning Tree (see appendix B for a descrip­
tion of the data structures) . 

2. OUTPUT : 

• the MST updated (with eventually more entries sinces new links 
might have been added) 

• the meta-MST updated 

'. 
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Program design 

1. calling sequence : 
SPITMERGE/TREE MST-in MST-updated meta-MST depth 

2. program structure : 

1 1 
1 _____ 1 

/ / \ \ 
/ / \ \ 

/ / \ \ 

1 1 1 1 1 1 1 1 
1 ___ 1 J ____ I 1 ____ 1 J ___ I 

---->c2 ---->cl 

I I l \ 
/ / 1 \ 

/ / 1 \ 

1 1 1 1 1 1 1 1 
I __ I I __ I I __ I I __ I 

-c3 c3 

cl while not end o! creation o! possible_links 
c2 while not end o! use o! the possible links 
c3 i! merge condi tions are satis! i ed 

59 
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3. variables used in this program : 
tree array containing the MSTree transformed in a more useful 

way : for each entry, you have (sonl-pointer, son2-pointer , 
son3-pointer , father-pointer , dist -to-father , x-coord , y­
coord) 

poss an array containing ail the possible links and their char­
acteristics . 

tiltl angle between one point of the link and a point of its 
neighborhood at a depth depth. 

tilt2 

tilt3 

indi 
indo 

ind.m 

depth 

angle between one point of the link and a point of its 
neighborhood at a depth depth. 

angle between the two points of the link 

current indice of MST 
last entry of resMST 

last entry of metaMST 

depth of search in the neighborhood of one point . (useful 
for the computing of the local angle of the fringe) 

4. pseudo-code : 

create table of possible link s 

do while not end of all the possibilities 

search for the best angle difference and best 

distance in all the poss i bilities 
if not crossing then add a new link to MST 
flag the entries in poss where the t wo points 

merged appear 
end do 

5. program code see appendix F 

Conclusions 
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We present hereunder t he results of the merge process applied to our MST 
splitted . Note that we did not add points bu t links. (The points are rep­
resented here by small crosses and t he links between them by lines .) Note 
also that one bad case is remaining : two pieces of fringes ought to be linked 
together since they obviously do belong to th e safT}e. Such a case is not a 
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faul t of our algorithm. (The two edge points are not in scope of each other) . 
To salve this problem, we have developped a special program to interactively 
edit trees. lt will be explained in 'the next subsection. 

Fig . 4.18 Result after the application of the split and merge 
process to the MST of an interferogram. 

4.3.6 Phase 4, fonction e: [ - > Interact ive tree editing 
facility] 

Introduction 

ln order to correct bad cases of mis-splitting or mis-merging of trees, this 
editing option has been added . It allows suppression as well as creation of 
links between points. 

Method 

The tree is plotted on a graphie display and the cursor is used to indicate 
which are the points in between which the new link has to be created or the 
old one suppressed . The program first ask if the user wants to delete , to add 
links or to quit the program. If the delete link or add link option is selected, 
the cursor is ready to be set twice near points ( for a pair of points) . The 
corresponding link is then deleted (if it was already existing) or created. 
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The data structures involved 

1. INPUT : 

• the MST 
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• the meta-MST (see appendix B for a complete description of the 
data structures) 

2. OUTPUT : 

• the updated MST 

• the updated meta-MST (see appendix B for a complete descrip­
tion of the data structures) 
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Program design 

1. calling sequence 
MODIFY /TREE in-MST table out-MST meta-MST 

2. program structure : 

1 1 
1 _____ 1 

/ 1 \ 

/ 1 \ 

/ 1 \ 

1 1 1 1 1 1 
1 ___ 1 1 _____ 1 1 ___ 1 

-----> cl 
/ 1 1 \ 

/ 1 1 \ 

1 1 1 1 1 1 1 1 
I __ I U U I __ I 

add del 

cl while option<> "Exit" 

3. pseudo-code : 

ask for Addition, Suppression, or Exit 
do while option<> "Exit" 

get cursor position twice 
if option is "Addition" 

then 
add an entry to MST 
if edge points then update meta_MST 

else 
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search for a link involving these t wo points 
if found 

then 
delete this link 
if edge points then update meta _N ST 

else 
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Conclusions 

display "inexisting link !" 
endif 

endif 
ask for option 

end do 
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Since any method can be reliable up to 100% , it is always necessary to plan 
specific tool to give the user the ability to react when he realizes that the 
program doesn 't react as one would like it do . That 's why this little tool 
has found a place in the application . 
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4.3. 7 Phase 4, fonction f: [ - > Fringe ordering] 

Introduction 

At this step , we dispose over well defined and well connected fringes . The 
aim of this fonction will be to assign each of them an order number . 

Method . 

The method used is to set two repairs on the representation of the tree on 
the graphie display and to looked for ail the points crossed over by the line 
defined by the two repairs. 

\ 
\ \ \ 

fringes --> \ \ \ \ 
\ \ \ \ \ \ 

\ \ \ \ \ \ 
\ \ \ \ \ \ 

X--------+----+----+----+----+---+-----* 
\ \ \ \ \ \ 
\ \ \ \ \ \ 

\ \ \ \ \ \ 
line crossing \ \ \ \ 

the set of fringes \ \ \ 
\ \ 

Fig. 4.20 The method used to assign fringe order numbers 

These crossing points are then sorted according to their distance to the first 
repair (for which a first order number was given), and they get ascending 
numbers . AU the points linked to the crossed one get the same order number. 
That 's the way the fringes are numbered. 

The data structures involved 

• INPUT: 

- the MST 

•OUTPUT : 

the table with points coordinates and fringe numbers (see ap­
pendix B for a complete description of the data structures used) 
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Program design. 

1. calling sequence 
NUMBERING/TREE MST-in tab-in tab-out /fringe-dir first-order-nb / 

2. program structure : 

c1 

c2 
c3 
c4 

3. pseudo-code : 

-------
1 1 
J _____ J 

/ / \ \ 
/ / \ \ 

/ / \ 

1 1 1 1 1 1 
1 ___ 1 1 ____ 1 1 ____ 1 

---->c2 ---->cl 

f Il\ 
/ / 1 \ 

/ / 1 \ 

1 1 1 1 1 1 1 1 

1 -- 1 1 -- 1 1 -- 1 1 -- 1 
-->c4 - ->c3 

v,hile not end of repairs 
while not end of the repairs 
while not end of links 
v,hile not end of the fringes 

get repairs 

\ 

1 1 

1 -- -- 1 

do while not end of repairs 
search for the crossing points 
sort them according to their distance to the 

first cross 
do while not end of the fringes 

do whi le not end of current fringe 
give the order number to point j of 

fringe i 
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Result. 

next point of fringe i 
end do 
next'fringe 

end do 
next pair of repairs 

end do 
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Hereunder , we present an image, génerated from the table created by the 
numbering fonction . In this image, one can see each fringe represented in a 
different color, evidence that each fringe bas a different order number . 

Fig 4 .21 Image constructed from the table with the points co­
ordinates and their fringe order number . Each fringe gets a dif­
ferent color to prove the accuracy of the numbering . 
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4.3.8 General conclusions about this phase . 

This step of the anal y sis process is •what makes our method basically different 
from ail what we could find in t he literature . 
This way of representing t he fringe structure with a high lev el representation 
appears to be an original and efficien t method , beca se it allows an easy 
and comfortable manipulation of these structures (for example in t he tree 
edition) . 

This type of high level data representation will also be useful in the 
future if, for example , one wish to build an expert system for the analysis 
of interferograms : its data could be expressed in term of t ree structure5 . 

But the fact that it is a brand new way of doing might present some 
innacurracy when one wants to mani pulate them (for example in the split 
and merge procedure) and this might involve the need for more reliable new 
versions. 

4.4 full description of the third step: Phase 5. 

4.4 .1 Introduction . 

At the beginning of this step , we just dispose over a set of points belonging 
to the fringes and described by their coordinates and their fringe number . 
This is enough to apply now procedures for the analysis of the interferogram 
generated by these fringes . 

The only program over which we dispose at this moment is called "WAVE". 

lt is compu ting the optical aberrations t hat the fringe shape show . lt is clear 
that other programs exist that would use the same set of data for such an 
analysis . Up to now , "WAVE" is the only program adapted to our system. In 
section 2 of chapter 5 , other possible data processing method are presented. 

4.4.2 Phase 5, function a: [ -> Compute aberrations] 

Introduction. 

Since the development of this program was not requested and was not ac­
tually in the scope of our useful sub-system , we hav e used and adapted the 
existing program "WAVE" to our system . lts structure is described hereunder . 

~Bu t does t his met hod not :i.lready act as :i.n exp er t system ? s~e chapter 5 fo r consider­
ations about this topic. 
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Method. 

• this program will first take •a sample over ail the points of the table 
( at about n 2 points if n is the number of fringes). 

• then, it will normalise their coordinates : that is, it will include ail the 
points in a circle whose center will be the point (0,0) and its radius 
will have length 1. (Up to now , the coordinates were expressed in pixel 
values , the origin being in the image lower left corner) . 

• the next step is to fit the phase map to a set of orthogonal quasi-Zernike 
eigenfunctions representing the well known optica l aberrations. 

Data structures involved. 

1. INPUT : 

• the table with points p9sitions and fringe nombers . 

2. OUTPUT : 

• a listing containing the numerical results and general informa­
tions about the analysis . 

Program design. 

1. calling sequence 
ANALYSE/WAVE table-name sampling-factor, wave-length-path-between­

two-fringès, Sth-order- spherical-aber ., mesured-on -the-surface operator­
name units6 

2. program structure : since this program was almost already existing we 
re-used it. lt is constructed according to the method explained here 
above. 

3. pro gram code : see appendix F . 

4. results : 
On the next page we present the table giving ail the aberrations . For 
the interpretation of the results , see the glossary of terms under "aber­
ration" . 
(The main aberrations have been underlined here) . 

G Ali these pa.ra.meters will be explained in the user 's ma.nu ai in appendix D 
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******************************************* 
• W A V E v. 2.0 ESO / MIDAS 09-01-86 • 
******************************************* 

LABOS lt2 PDS 

A4alysis does not include 5th order spherical aberrat ion 

D~te of the analysis run 24-JAN-86 
Done by BENOIT 
A~erration amplitudes are in Nanometer 
me asured on the surface 
F=inge spacing 316.50 

Number of points used 229 
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! RMS 79.6! 72.6! 72.4! 14.4! 61.1! 69.3! 14 . 1! 13.6! 13. 
1-----------------------------------------------------------------------------

TILT 948 ! 781 ! 785 ! 902 ! 778 ! 784 ! 900 ! 896 ! 913 
! 

TET -82.6! -86.8! -87.7! -83 . 0! -87 . 6! -87.4! -82 . 5! -82 . 4! -82. 

! DEFO ! 

COMA ! 

TET 

SA3 ! 

AST3 

2TET 

l CTRI ! 
1 ! 
! 3TET ! 

QUAD 

4TET 

187 ! 119 ! 7 ! 204 ! 87 ! 103 ! 266 ! 277 ! 263 

264 ! 265 ! 53 ! 261 ! 265 ! 53 ! 46 ! 75 

-65.9! -61 . 2! 102 . 3! -62 . 5! -63 . 2! 115.8! 121.8! 108 . 

94 -52 -65 -41 

191 ! 189 ! 196 191 ! 

-176.3! -176 . 0! -177.6! -175. 

96 ! 

99 . 9! 

60 ! 

-61 . 3! 

Fig . 4.22 Ex ample of the results produced by the program wave . 
A list of all the aberrations is presented with, for each of them, a 
value of the amplitude and of the orientation angle of the defect. 
The main ones have been underlined there . 

12 ! 3 

159 . 0! -89 . 

16 

47. 



Chapter 5. 

RESULTS and 
CONCLUSIONS 

"La morale de cette histoire . . . " 

In this chapter , we would like to have a look at three important points . 
The first one will be to briefly describe the current version of the package 
and to underline its usefulness and efficiency. 
In a second section , we will underline the advantages of the present method 
over the other ones . The third section will be devoted to the description of 
some new stuff to add in this toolkit . We will also mention in a fourth section 
some other fields of application for which the whole ( or part of the) package 
could be used with interesting results . The last section of this conclusion 
will be devoted to a demonstration of the capabilities of the package: some 
results will be shown , including the intermediate ones . 

5.1 Implementation 

Al! what has been described in the previous chapters was implemented as 
a set of commands, available in a special context of MIDAS1 . Each of these 
commands provides a special fonction , part of t he process . For example , 
typing 

FILTER/MAXIMA INTERF BIN 7 2 10 
1 see ;i,p pendix A, description of MIDAS 
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will extract ail the maxima of the image INTERF, an i nterferogram, and will 
store the corresponding pixels in an image BIN containing only the values 
0 and 1 corresponding to the màxima detected. For this purpose, a 7x7 
window has been choosed; two of the criteria (explained in chapter 4 section 
2.1) will be used and the threshold level has been set to 10%. 
In the same way, the command 

SPLITMERGE/TREE MST RESMST METAMST 6 

will reorganize the minimal spanning tree MST to give well separated and / or 
reconstructed fringes in the structure RESMST. The meta-minimal spanning 
tree METAMST where each fringe will be characterized by some parameters , 
necessary to individually identify them and eventually to manipulate t hem 
(see chapter 4, section 3.4 and 3.5) has also been built . See next section to 
discover one possible use of this structure. 

Upon this set of so called Level 1 commands, we have built a special Level 
2 command to provide a user-friendly interface to the analysis package . This 
special feature is designed as an interactive procedure that executes in the 
right sequence all the level 1 commands necessary to realize the complete 
analysis . With that way of doing , the user is delivered çif the typing of an 
important set of commands and parameters . This program also provides the 
possibility of backtracking in the procedure and to fu rn ish ail the relevant 
intermediate results , properly displayed . With these results , th e user may 
judge and react immediately. 
A full set of tests have been conducted with the users that helped much in 
designing and tuning this procedure . Now we are facing an effective and 
efficient tool. 

A complete description of all these commands is given in the user 's man­
ual (appendix D) . 

5.2 Advantages among other methods. 

With respect to all the known existing methods for the analysis of inter­
ferograms , none of them does propose a procedure that allows as fast and 
accurate analysis of fringe patterns , with low cost investment as· the one we 
present here. As a matter of fact , anybody who wants to have precise and 
rapid results for his interferogram may corne to a workstation with his pho­
tography , and run the system. Less than five minutes later , he cornes out 
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with a sheet of paper giving an accurate value of the aberrations presented 
by its interferogram . 
Moreover , the only things he did cturing these 5 minutes were to set up the 
camera, to store the image on disk and to run the procedure . Depending 
on the quality of his image he had nothing or few things to type on his 
keyboard : if the fringes were not we!I defined he had only to change some 
parameters and to rebegin some steps of the process. In the worst cases , he 
had to trigger the interactive image or tree edition . 

To summarize, we may claim that we have created a method for the 
analysis of interferograms witch seems to be now one of the most efficient 
ones , tough some improvements are sti ll in developing stage. (See next 
section) 

5.3 Future developments 

"A program that is never updated 
is a program poeple ne ver use . " 

The programmer truism. 

To transform the current package from an efficient tool into a powerful 
engine , some add-ons or modifications could be brought. 
These improvements could take place in : 

• the changing of the fringe detection step of the method m order to 
cope with fringes whose thickness vary much . 

• the split-and-merge process : one could ameliorate the criteria for the 
linking or for the merging , since this method is a brand new one in 
the field of fringe recognition . 

• the automatic and accurate detection of the boundaries of the inter­
ferograms. 

• other optical data analysis programs to extract as much information 
as possible from the fringes and to represent the result of this analysis 
not only as a list of numerical values represen t ing optical aberrations , 
but , for example , also -~s a 3-dimensionnal view of the mirror shape. 
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As a further enhancement for this method , one co uld also think of the 
introduction of artificial intelligence in such a field . As a matter of fact, it 
is now obvious that more and màre fields of applications are open for the 
development of the so called expert systems to help in solv ing decision or 
diagnosis problems. The analysis of interferograms includes a step that we 
have called "fringe recognition" that is, a step where the fringes have to be 
rèconstructed and numbered. Why not givi~g such a responsability to an 
expert system that would manage to do this job with accuracy? But is the 
application that we have built so far from being an expert system? Reading 
the definition , (in the glossary) it becomes obvious that few modifications 
would transform these common Fortran programs into an expert system 
structured package . As a matter of fact, the knowledge base can be the set 
of criteria that we defined in chapter 4 sections 3.4 and 3.5 . The th e fact base 

is obviously here the points defining the fringes , while the rule base describes 
the way the criteria are applied to select the links to eut or the proto-link 
to create . The inference engine is then the program SPLITMERGE/TREE. 

The tree editing facility can also be considered as the user interface . The 
proof supplier is the only missing module : it would explain the logical path 
followed to finally choose a given link to be splitted or linked . 

5.4 Other fields of application 

As explained above , the package is composed of a set of commands , indi­
vidually useful for any other application. For example , the FILTER/MAXIMA 

can be used on any image presen_ting one or many bright structures , the 
MST/TAB and SPLITMERGE/TREE commands can help in solving problems of 
the clustering of sets of points and so on .. . To give actual examples, the 
"fringe recognition" commands can be used in spectrographie data reduc­
tion as explained in [[ pirenne85]], while the whole process could be adapted 
for automated fingerprints identification . 

Another field of application , related to astronomical data reduction is 
curr.ently under study. The aim is to detect , to recognize and to classify 
galaxies discovered on photographie plates using the method described in 
this book . The opportuni ty analysis of this new challenge is described in 
[[ pirenne86l]. 

One could also mention that the data structures used to represent parts 
of an image should find a place to develop and to be used in the electronic 
movie industry : usipg such a structure , one could isolate parts of an image 
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and animate or manipulate them very easily . The same idea could also 
be used in computer aided education: imagine a student learning human 
anatomy and pointing parts of thè human body on an image display device 
and moving them to the right place. This is only an example . Only the 
imagination will limit the field of applicat ion of such a data manipulation 
tool. 

The univer~ality of the possible applications of these commands is due to 
the modular structure of the package, providing re-usable basic tools . This 
is also obviously the philosophy of MIDAS as you can see in appendix A . 

5.5 Results 

This section aims at presènting some results obtained with this package and 
shows the evolution of the process through the intermediate results . 
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Appendix A 

Description of the System 
Used. 

A.1 Hardware. 

The hardware configuration currently used at ESO is described on fig . 
A .l hereunder . It is basically composed of two clustered VAXes super­
mini computers , each supporting a given pool of terminais including image­
processing1 workstations. 

Fig . A .1 The computer configuration current ly used at ESO . 

1 T he ima.ge-p rocessing softwa.re used is ca.lled MIDAS (see section 2.2) 
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A MIDAS workstation is typically composed of three different CRTs and of 
two keyboards . The first keyboard / CRT pair is used to enter a MIDAS session 
and to provide the computer the commands to execute. This terminal also 
receive the results of the computations, the on-line helps , the mail messages 
and the error messages . 
The second terminal is a graphie display terminal used to plot the graphies, 
i .e. curves , histograms and so on . 
The third terminal is composed of a high resolution color monitor and of a 
joystick . The display device is used to show the images while the joystick is 
helpful to interactively point and define zones to process in the image . 
The typical MIDAS workstation can be seen on fig . A.2 . 

Fig . A .2 A common MIDAS workstation . 

The hardware also comprises other typical dev ices such as disk- and tape 
drives, many different type of printing devices (line printers , dot-matrix 
printers , laser printers , graphie printers and so on) and a device especially 
designed to copy the digital images on photographie film. The system is 
of course also equipped with modems to allow communication with the 
widespread world of astronomy. 
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A.2 Software. 

A.2.1 Operating System.· 

ESO is now using the VMS * operating system on its VAX computers . This 
is a widespread and quite famous operating system well known by ail the 
Digital Equipment Vax computers users . We won 't describe its possibilities 
and characteristics here since it is not t he aim of t his work. Interested 
readers should have a look in [[ ipg85]] and in [[vaxprimer]] to get information 
on this system . 

lt is now important to note that ESO is currently planning changes into 
its image-processing package MIDAS in o rder to adapt this tool on machines 
running un der U IX • , another operating system primarily developped at 
the University of Berkeley (California) and now becoming available on more 
and more mini and micro compu ters , such an adaptation having as m ain 
goal the spreading of MIDAS. 

A.2.2 MIDAS - the ESO 's Image Data Analysis system. 

MIDAS is the acronym for M unich Image D ata A nalysis System, because 
it has been developped at ESO , in Garching near the Bavarian main city 
Munich since 1979. Let us cite [[ adorf85 l] to have more precision about 
this system: "Currently, the MIDAS system itself is VAX / VMS-based , t he 
operating system which is used by about 80% of the European astronomical 
sites . The MIDAS system itself can run in both interactive and batch modes . 
The in te ractive user can also create batch jobs running in parallel with 
the interactive work . MIDAS presently contains more than 250 astrono mical 
applications programs . Since 1982 MIDAS has been expor ted , free of charge , 
to about 30 other institutes . " 

But , what is an image data analysis system? 
To give a proper answer to this question , we first must know what is 

actually an image. Since a "scientifical" definition of this term is given in 
the glossary, we will just summarize it here . 

An image then , is typically something that can be perceived by one of 
our sense: the view . Thanks to our eyes , sensible to the light , we can see 
things that are illuminated . Many tens of years ago , Daguerre invented the 
photography to project the reality on paper. Since then , the system has 
been improved , giving the cinema, the colors , t he TV ... Bu t these ways of 
keeping a track of the real world discretize it , not on ly intime (1 image every 
24th of a second for the cinema), but also in space , sm<;:e a photographie 

'. 
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film is composed of a certain amount of tiny points each characterized by a 
local intensity and a local color . This implies that the resolution is limited : 
it means that the image won 't be' able to be much magnified . 
When an image is stored into a computer , the same phenomenon appears : 
the image is divided in small points called pixels. The particularity of the 
images commonly handled by computer is that they are coded in black and 
white. To have a color onè , you must display three different images , recorded 
with different filters. Their merging wiTI make appear the colored image. 

What is an image data analysis system ? 

Let us now turn to the rest of t he explanations about data analysis system 
and answer the question : what kind of analysis can be made on an image? 
From the previous sentences , we learned that an image is composed of pixels , 
each pixel representing a given information (position of the point in the 
image, intensity of light at that point) . The whole image (the whole set of 
pixels) represent another global information . ln some cases, this information 
is not sufficiently clear to be interpreted by the human eye . That 's why 
systems to help in interpreting the contents of images have been built . 
These systems at least propose a way of enhancing the contrast by the color 
coding of the different grey levels of the original black and white image . 
This is useful since the human eye doesn 't easily distinguish between close 
intensities , while the colors can be well separated . Image processing packages 
also usually include instructions to manipulate these frames , i.e. zooming 
effects , extractions of parts of the image , ... and in most of the cases , special 
features to allow computations on these images i.e. enhancement of the 
contrast , manipulation of the pixel values , storage in tables and interactions 
between tables and images. Moreover , they provide high-level command 
languages to easily perform ail these operations . 
Let us now turn to MIDAS and discover its structure . 

MIDAS' structure. 

MIDAS is a co mmand oriented software . For example , to display an image 
on the color monitor you just need to type : 

LDAD/IMAGE MYIMAGE 

where MYIMAGE is a n image name . Each command is structured in three 
parts : the command-name (i .e . LDAD) , the qualifier (i. e. I MAGE,or MASK or 
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CURSOR ... ) and the parameters (i.e . image-name or table-name). As a mat­
ter of fact , one could type: 

LOAD/LUT RAINBOW 

to display the Look-Up Table called RAINBOW to code the different grey 
levels of the image currently display'ed with the color of the rainbow . 
This command language has been built to allow combination of commands 
(sequentialization , loops, ... ) in a special procedure program that can be 
executed either in batch or in interactive mode . 

To support ail the features mentionned here above, MIDAS has to dispose 
over many data structures (cited from [[adorf85]]) : 

• Images, which contain a collection of coded pixels; 

• Masks, containing byte or bit masks which can be used to select an 
area of interest within an image; 

• Tables, containing data arranged in rows an columns and not neces­
sarily of the same physical significance. Tables are extremely useful 
for storing and processing the results of data reduction ; 

• Descriptors , containing the information which is to be physically asso­
ciated with an image or a table , e.g. its name or the number of pixels 
on each axis of the image ; 

• Keywords , which are global variables used to provide communication 
between MIDAS application programs. 

ow it is clear that since MIDAS has been designed at ESO , it is a tool 
especially designed for astronomical use. It comprises several commands 
for the analysis of star fields, galaxies as well as tools for the analysis of 
spectrograms. In [[the messenger]], you'll find many comments on these 
MIDAS applications . 

How can one get the images digitized? 

The source of informations for an image processing system is of course the 
images . They can enter the computer if and only if tney have the right 
structure (see appendi x B) . To get these images structured , many different 
ways are available . The easiest one is to use a black and white TV camera , 
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to focus it and to record the image into the computer aft er the image has 
passed through an electronic device called video digitizer. 
Another solution is to use a devicè called microdensitometer. This machine 
scans very accurately a negative film and store the information on a magnetic 
tape , computer readable . A third mean is the so called CCD-camera now 
becoming widespread in the public sincè the introduction on the market 
of the new video-8 home v·ideo .system. Such a system directly produces a 
digital signal from the analog image captured by the camera lens . A last 
mean that can also be mentionned is the computer itself. As a matter of 
fact, it can mathematically generate images . 



Appendix B 

Data Structures U sed 

To begin this appendix , one could note the following : "every computer ·pro­
gram must get structured inputs and outputs, because these programs are 
not clever enough to automatically extract the relevant data from a given 
amount of information." For example , if your program is made to com­
pute your budget, it won 't provide the expected output if the input datais 
a Shakespeare 's nove! ! This is quite obvious since the information struc­
turation is also a guide for the programmer who bas to build his program 
structure according to both input and output data structures . 

In our case , 5 main entities are handled by the different programs . 
Namely: images , position-tables , minimal-spanning trees (MST), meta-MST 
and trees . 

1. Images . 
As described in the glossary of terms , an image can be considered as a 
set of pixels . These pixels are drawn up in lines and each line usually 
contains the same number of pixels. The number of lines and number 
of pixels in the line determine the image size . Such a structure implies 
that an image will be accessed as a matrix , giving the pixel coordinates 
of the point to access in the image. For example , one could imagine 
an image with 4 lines of 5 pixels written like t his : 

0 2 4 5 4 

1 2 5 3 2 

3 5 4 2 0 

5 3 2° 0 0 
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Such an image would represent a bright line crossing the field from 
upper right to lower left. This short example will be reused to illus­
trate the other data structures . 
Images are produced in this application by the programs FILTER/MAXIMA 
and THIN/IMAGE. 

2. The position-table . 
ln this appÎication, the position-table is used to store ail the pixels 
coordinates recognized as belonging to a fringe . The structure of this 
table will be: 

x , y,fringe-order-number 

The fringe order number will be added in the last step to classify the 
fringes . For example, at the end of the process , the small image here 
above will produce the folowing table: 

1 x I y l!onbl 
1- ---1--- - 1---- 1 
1 1 1 4 1 1 I 

1 2 1 3 1 1 1 

1 3 I 2 1 1 1 
I 4 I 1 I 1 I 
, ____ , ____ ! ____ , 

3. The minimal spanning tree (MST) . 

This structure is used to store the factual links created between the 
points belonging to fringes and stored in the position-table. So , for 
each point of position-table , we store: 

• xl,yl : the pixel coordinates of the first member of the link ; 

• x2 ,y2 : the pixel coordinates of the second member of the link ; 

• dist. : the distance between the two points ; 

• pl 

• p2 

t he number of the link's first member ; 

t he number of the link 's second member . 

With our example , we can write : 
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1 xl I yl I x2 1 y2 1 dist I pl I p2 1 
1----1 - ---1----1--1------1----1----1 
I 1 I 4 I 2 I 3 I 1 .41 I 1 1 2 1 
I 2 I 3 I 3 I 2 I 1 .41 I 2 I 3 I 
I 3 I 2 I 4 I 1 I 1 .41 I 3 I 4 1 
1 ____ 1 ____ 1 ____ 1 ___ 1 ______ 1 ____ 1· ____ 1 

4. The meta-MST structure. 
As previously mentionned in subsection 4.3.4 , 4.3.5 , 4 .3.5 this table 
does only contain one entry per fringe . For each fringe , we store the 
following information: 

• xl,yl : the pixel coordinates of the first edge of the fringe ; 

• x2,y2 : the pixel coordinates of the second edge of the fringe; 

• edgel : pixel number of the first edge ; 

• edge2 : pixel number of the second edge; 

• length : length of the fringe (.number of pixels); 

• fringe-number : order number of the fringe . 

The commands SPLITMERGE/TREE and MODIFY/TREE produce and _up­
date this structure. 
Example : 

1 xl I yl I x2 1 y2 1 edgel I edge2 1 length I fr_nb : 
1 .---1----1----1-- - - 1------1- - -----1-------- 1------1 
1 1 14 1 4 111 1 1 4 1 4 1 11 
1 ____ 1 ____ 1 ____ 1 ____ 1 ______ 1 _______ 1 ________ 1 ______ 1 

5. Tree structure . 
When all the other structures described above were stored on disk files 
to be reused by the following steps of the process , the tree structure 
is an internai use structure . It is build from the MST and is useful for 
tree manipulation in procedures such as SPLITMERGE/TREE. 

A tree is here a table. Each entry is a point that contributes to a link 
in the MST . For all those points , the following information is stored : 

• sonl,son2,son3 : pointers to the table entry where the first , 
second and third sons of the current point are stored. Due to the 
MST structure , each point cannot have more than t ree sons . 
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• father : pointer to the table entry where the father of the current 
point is stored . 

• fat-dist : distance between the two points that constitute a link. 

• x,y : pixel coordinates of the current point. 

Note : the transformation from MST structure to tree structure 1s 
clone thanks to a simple interface routine . 
In our example : the tree structure of the MST is : 

1 sl I s2 1 s3 1 Father 1 !ath-dist I x I y 1 

l ---- l ---- l ---- 1-------1-----------I---I---I 
1 2 1 o I o I o I o· 1 1 1 4 1 

I 3 I o I o I 1 I 1 . 41 I 2 I 3 I 

I 4 I o I o 1 2 I 1 . 4 1 I 3 I 2 I 

1 O I O I o I 3 I 1 . 41 I 4 I 1 I 
l ____ j ___ . ' --.. _ I _______ I __________ . j ___ I ___ I 

One could represent this tree structure by the following graph : 

Summary. 

(1) * 
/ 

/ 
(2) * 

/ 
/ 

( 3) * 
/ 

/ 
(4) * 

As mentionned above , ail these structures are in fact interfaces between 
the different steps of the process . As a matter of fact , only the position­
table is actually useful. At the end of execution , one wishes to know the 
relevant points positions and the fringe they belong to . For this purpose , 
the original was filtered and the discovered fringes were thinned . The result 
of this operat ion was stored in a newly created image . Then , the positions 
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of these points were stored in the position-table . But to know the actual 
fringe they belong to , a more "clever" step was created to classify the points , 
taking into account the possible càses of disrupted fringes . For this purpose, 
the structures MST, tree and rneta-MST were necessary. 



Appendix C 

Performance Tests ( time 
consummations) 

C.1 Why testing the performance ? 

They are at least two main answers to this question . The first one concerns 
the users ' reques ts: it is obvious that the persons who is in charge with 
the analysis of data wants to dispose over an easy to use , user-friendly and 
rapid package . Clearly, a computer program whose execution would last 
longer than a human execution of t he same work wouldn 't be used for a 
long t ime. The second motivat ion for the performance anal ysis is t hat such 
an operation can help in underlining the most time consumming parts of th e 
process , in such a way" that one can eventually cure the problem or at least , 
propose different remedies . A third advantage of the performance tests is 
that they can give hints for the extrapolation of the program 's behaviour 
in other conditions: knowing the execution time characteristics , one can 
easily evaluate the time consummation evolution with other data sets . An 
example of such a computation is given in subsection "critical pres entation 
of th e results obtained" of section 4.2.1. There , an evaluation of the limit 
behaviour of t he FILTER/MAXIMA program is given , indicating that time 
consummation is essen tiall y a function of t he square size of t he image and 
of the window size a pp lied . 
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C.2 Sorne results. 

ln table D.l hereunder, we present a list of command CPU/ time consum­
mations for 3 images whose different characterisitics are given below . 

---------------------------------------------------, 
Oper . \ Image I Image 1 1 Image 2 1 Image 3 1 

--------------- ---1---- ------ 1----------I----------I 
FILTER/MAXIMA 1 28"37 1 25"72 1 18"56 1 
THI N/IMAGE 1 2"23 1 2"96 1 2"08 1 
P0SITI0NS/TAB 1 3"15 1 3"50 1 3"03 1 
MST/TAB 1 11"92 1 57"18 1 9"13 1 
SPLITMERGE/TREE 1 3"90 1 22"79 1 2"84 1 
NUMBERIJIG/TREE 1 1 "02 1 2"83 1 0"93 1 

------------------- --- -----------------------------1 
• image size rebinning \ 1 

• 4 images to load on the screen I constant 1 

• plot the trees on the graphie display / 1 

==================================================• ! 
1 image size 1 141 ·, 143 1 166,.,173 1 128 1,128 1 
1 tilter size 1 13 1 5 1 7 1 
1 nb ot usetul pts 1 534 1 2242 1 458 1 

1--------------------- ------------------------------l 
1 nb or !ringes 1 6 1 21 1 4 1 

----------------------------------------------------• 

C.3 Conclusions. 

According to the examples of table D.l , we can note that ·some programs 
such as FILTER/MAXIMA , MST/TAB and in some cases SPLITMERGE/TREE are 
the most time consumming steps . Now, we also know that the higher the 
number of fringes, the higher the image size , because we must at least keep 
a two or three pixel d_istance between two neighboring fringes: this means 
that if you have few fringes , the image size can be dramatically reduced , 
reducing then the time consummation of the filter maxima and of all the 
other steps. So the difficulty is to find the compromise between the maximal 
image size reduction and the minimal distance between the fringes . 

Then , we can conclude by saying that the parameter responsibl e for the 
global performance of the whole package is the number of fringes of the 
interferogram. 
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User's manual 
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D.l Introduction 

"rien ne sert de courrir, 
il faut partir ;i point." 

Jean de la Fontaine. 
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This chapter provides the basic information necessary to understand and 
to operate the automatic interferogram analysis provided by MIDAS . lt 
includes the description of the whole method as well as its implementation 
and structure, in such a way that unexperimented users could reduce their 
data easily. 

The package provides a set of different Level 1 commands useful in the 
case of step-by-step analysis and one Level 2 command especially designed 
for the one-step analysis . 

The method described here is general enough to caver a wide range of 
typical interferograms. In the present version , the main difficulties will be 
encountered while trying to analyse an interferogram presenting large thick­
ness variations along their path . Future releases will consider this problem. 

The section 2 will briefly describe the algorithms used for the interfero­
gram analysis , i .e. the original image filtering , the fringe thinning algorithm , 
the fringe recognition algorithms , the editions options ... The description of 
the operation will take place in section 3 , while section 4 will include a brief 
description of the data structures used . 



Appendix D. User's manual 

D.2 Anaiysis Method 

D.2.1 Global structure - · input data - output data 

Similarly to the manual process , we have defined t he following structure 

• Photography of the image 

93 

• definition of fringe center coordinates and their associated fringe num­
ber 

• analysis of this interferogram. 

The image of the interferogram will be the input of the process ; the List of 
the numerical values of the optical aberrations will be its output. 

The package presented here will take in charge the whole process except 
the photography and the digitization of the image, sin ce some improvements 
in this step will take place in the near future .1 

D.2.2 Thin structure - the related algorithms. 

The thin structure 

The global structure presented here above can be decomposed in the follow­
mg way : 

• definition of the fringe center coordinates and their associated fringe 
number . 

fringe detection 

fringe recognition 

fringe numbering 

• analysis of the interferogram 

- fringe analysis 

1 This is rather a hardware problem. 
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Fringe detection. 

The aim of fring e detection is to define the positions of the fringes from the 
original image. This step is relying on two differen t subparts 2 . 

1. The first one , the filtering , consists in the fringe extraction of the 
image , that is the maxima of intensity3 . 

2. The second one will be used for the thinning o(the extracted s tructure 

Filtering. 

For the filtering , we will use a window ( P) to scan the whole image. For 
each new encountered pixel in this image , we will have to test if it is a 
maximum or not . For this purpose , we will use the number of criteria to 
apply : n = 1, 2, 3 or 4 of the following tests , according to the level of severi ty 
that we want to apply. In this example , for the simplification , we used a 
5X5 window. Let us assume that P (o,o) is t he pixel located in the window 
center and that he is current ly being tested . 

1. 

l 1 

L P( o, i ) > T L p (- 2,i) 
i =- 1 i =- 1 

and 

1 1 

L p (O,i) > T L P (2,i ) 
i=- 1 i=- 1 

2. 

1 1 

L P (i,O) > T L P (i,-2) 
i=- 1 i =- 1 

2 In orde r to speed up the process , an image size red uction pre-processing has been ad ded 
to t he method . 

3 Note that intensity mi ni mum can be detected by inverting t he fringes (negative of t he 
in te rferogram ). · 
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and 

1 1 

L P(i ,O ) > T L p(2 ,i) 
i=-1 i=-1 

3. 

. 1 

L P(i ,i) > (P(-2,l) + p (-2,2) + p (- 1,2) ) T 
i=-1 

and 

1 

L p (i,i) > ·(P(2,- 1) + p (2,- 2) + P (l,-2)) T 
i=-1 

4. 

1 

L P(i ,-i) > (P(2 ,l) + p (2 ,2) + P(l,2)) T 
i= - 1 

and 

1 

L P(i .-i ) > (P(-2 ,- 1) + p (-2 ,- 2) + p (- 1,-2)) T 
i = -1 

Where Pi ,j is the symbol used to represent the pixel of the window whose 
coordinates are (i ,J'). T is here a threshold level expressed in % . lt is used 
to get rid of the noise4 . Below the little pictures ex plain what is actually 
computed by the tests we do . 

4
Noise is in this case : local maxima detected out of the fringes that is , where there's 
no fringe. 
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1 2 3 4 

fig . 1 

Thinning. 

Let us now turn to the second subpart of fringe detection : the thinning of 
the structure extracted by the maxima filtering . The image presenting the 
discovered maxima shows "thick" fringes , while what we need is just their 
skeleton that is , the center of the fringe . And this is true , since we are only 
in terested in t he fringe shape and not by the w_id t h . 

To extract the skeleton from a particular st ru cture , t he th inning algo­
rithm that we choosed was developped by Theo Pavlidis in his (1982) book 
"Algori t hms for Graphies and Image processing" . In te res ted readers should 
have a look into it since it is presen t in g in detail more th an one poss ibil ity . 
To describe it briefly, we could say that it also uses a window to scan t he 
image and detect the skelet al pixels by testing the neiborhood of the center 
of t he window . 

Hereunder you can see the res ul t of the appl ica t ion of the thinning to 
two different kind of struct ures : 

XX X 
xxxxxxxxx 
xxxxxxxxxx 

xxxxxxxx 
X X 

X 

X X 
== > XXX XX 

XX 
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fig . 2 

XXX 
xxxxx 

XXX 
X 
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==> X 

Note also that the width of our thinned structure will be at the very 
most one pixel , all along the fringe path. 

fringe recognition 

The abject of fringe recognition is to determine to which fringe a given pixel 
should belong , and so , if such an aim can be reached , to attribute a number 
to each of the fringes . 

For such a purpose , involv~ng computer intelligence, we have defined the 
following subparts : 

• store the coordinates of the maximal-and-skeletal pixels into a table . 

• use these coordinates to gen erate a minimal spanning tree , in other 
words , to classify these points into clusters. 

• separate these clusters and reconnect those who should be linked to­
gether ; those who obviously belong to the same set , but are separated 
on account of a particular and accidentai reason. 

We will not detail here how the storage of the pixel 's coordinates into a 
table is clone , considering that it is really clear ; but we will develop more 
accurately the minimal spanning t ree creation , since it is what makes our 
method different with respect to the other method . 

First of ail , let us formally define the minimal spanning tree (MST for 
short) . 

MST creation . 

An MST is a tree . A tree is a graph . A graph is a set of points and a set 
of ridges , or links between these points . These links can be characterized by 
a so called weight , that can be , for ex ample -the expression of the distance 
between the two points that it relates . 
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* 
*---------- * 

* ____ _/ 

\ * 
/ / 

* 

Fig. 3a : a graph with its points and ridges 
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A tree is a graph with any odd point and no circuits . That is : each 
point ( or node) is connected to the rest of the structure , without introducing 
loops. One may also say that there always exists a path from any point to 
any other in the tree. If the ridges are oriented (it means that they can only 
be followed in one direction), we can also speak of the root of the tree and 
of its leaves . 

* 
/ 

* 
\ / 

* 

* 

Fig. 3b (left) non orinented links 
Fig. 3c (right) oriented links 

* 

V 

/ 

/ 

* root 
/ \ 

V V 
/ \ 

* -->-- * \ 

* 

A minimal spanning tree is a tree in which , the sum of all the links ' 
weights is minimal among all other trees that can be created . 5 

5Interested readers a re invited to have a look to th e nearest m ath book speaking about 
graphs or consu lt M' Zahn 's ar ticle abo ut this subject 
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n n 

VT; E Tp , :lT;- 1 L Wjk S L Wik 

k=l k=l 

where : 

• n is the number of links ( or the number of points - 1) 

• w;k is the weight of link k in possible tree i 

• T is the set of ail the trees that can be generated with the 
set of n points P . 
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If we can produce such an organization of our points , it is obvious that 
our fringe structure will be kept, smce ail the points will be connected 
(linked) . to their neàrest neighbors . 

. _____________ / \_! \ ____ _ 

1 

1 ________________ / \ _______ _ 

Fig. 4.a Points of the fringe 
Fig . 4.b The MST created with the fringes of fig 4.6 . 

Note also that ail the clusters ( ail the fringes in our case) will be linked 
together , but with a longer link than between the points belonging to the 
same fringe . 

Split and Merge . 

Now we have to split the tree in order to separate the fringes from each 
other and we have also to "re-paste" , to merge ail the pieces of fringe that 
obviously seem to belong to the same.--
We have called this subpart : "the split and merge process . The criteria used 

to split are the following : 
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• obviously, we will have to eut the longest links , those who connect the 
fringes together, 

• and also the links clearly perpendicular to both fringes that it connects . 
(See figure 4.b) 

The criteria used to merge pieces of fringes are : 

• set a new link between pieces of fringes whose extremities are in scope 
of each other 
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-----------* 

*-------- *-----------

Fig. Sa : Extremities are in scope of each other 
Fig . Sb : Extremities are not in scope of each other . 

and 

• prefer to set a new link between pieces of fringes that do not in volve a 
large angle difference between their respective tilt . In other words, we 
will prefer the new link of figure 6. b than the new link of figure 6 .a . 

and 

* 
\ 

\ 

* 

\ * ____ _ 

* * 

* 

Fig . 6.a (left) we will try to avoid a link in this case. Fig . 
6 .b (right) we will try to link in this case . 

• we will prefer to create a new link between fringe edge points whose 
distance is minimum. 

* * 
/ 

------- ___ *! * -------- * * 
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and 

Fig. 7.a and 7.b : We prefer the new link that has the same 
angle that both pieces .of fringe that it connects . 

102 · .. 

• we will refuse to create a link between two points if that link crosses 
another one . 

* 
* * 

* 

Fig. 8 : avoid to cross an existing link 

Fringe numbering 

Now we dispose over a well formed set of separate fringes which must get an 
order number. For this purpose , the method used will be to set a _line over 
ail the fringes in order to cross ail of them (fig 9.) 
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\ 
\ \ \ 

\ \ \ \ \ 
\ \ \ \ \ 

\ \ \ \ \ \ 
\ \ \ \ · \ \ 

x- ---+----+---+---+---+---+--- ---x 
\ \ \ \ \ \ 

\ \ \ \ \ 
\ \ \ 

\ 

Fig . 9 : the method to assign fringe order numbers . 

The order number will be assigned to the fringes increasinly from the 
beginning of the segment ( defined by the user) until its end in such a way 
that this assertion is verified : 

'îl f ; , fk E F, Vpij E /; : Pij = n, Pkj = m VJ= 1, .. . , 1 / ; 1 k= 1, .. . , 1 fk 1 

and Pij =j:. Pk j Vi , k 

where 

• F is the set of the fringes 

• f; is the fringe i in F 

• Pij is the point 1· in fringe i 

• n and m are different fringe order numbers 

This means that ail the points of one fringe will get the same order number 
defined for that fringe . 

Fringe analysis 

This subpart is dedicated to the description of the method used to compute 
the optical aberrations presented by -the fringes we recognized thanks to 
the previous steps . lt involves the description of the program WAVE. Since 
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the author has just adapted the existing feature to run it into the MIDAS 

environment , this method description subsection will be left blank in this 
preliminary version . A future release of this document ought to complete 
this part in explaining how WAVE works . 

D.3 Operation 

D.3.1 Introduction 

ln t he general introduction to this user's manual , we have seen that two 
different possibilities are available for the user . The former is easier than 
the latter , since the former is a program that executes interactively all the 
operations necessary for the analysis of an interferogram. Little has to be 
known by the user for its good execution . The latter oblige him to have -
at least at the beginning - his user's manual beside him during the process . 
Moreover , this second method will be longer , because the user will be obliged 
to manually enter the commands and t heir related parameters in the right 
order . But in particular cases , it will be useful for the processing only some 
of the steps . For example in the case of partial analysis or of application of 
part of the method to other fields than interferometry 6 . 

D.3 .2 Shematic execution diagram 

On the last page , we present a diagram that _ex plain what does ac tually the 
first automatic possibi lity and what should be clone if manually proceeded . 

csee also "ot her fi elds of applicat ion" (i.e. : P CD fr ames red uct ion) in the repor t. 
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image size 1 

1 reduction 1 
1 ______________ 1 

1 

detinition 1 

1 ot boundaries 1 
I _________ · ____ I 

l<------------- ---- ------1 

1 maxima 
1 detection 1 
1 ______________ 1 

1 

1 

1 

1 

1 

1 
OK?---------- ·- ----------- - -

yes 1 

1 tringe 
1 thinning 1 
, ______________ I 

l<------------------------------ ---- ---1 
OK?---------------------- --1 1 

1 ---------------- 1 ________________ add or del 1 

1 positions ot 1 1 pts i n i mage 1 1 
1 the po i nts I I ______________ I 1 

'-------------- ' 1 1 1 I _____________ I 

1 classit y pts 1 

1 (c reate MST) 1 
1 ______________ 1 

1 

1 spli t & merge 1 

1 MST 1 
I ______________ I 

l<----------------------------- ------ -- 1 
OK 7 ----------- ---- ----------- I 1 

1 no 1 1 
---------------- 1 1 

tringe 1 __________________ 1 

1 numbering I add or de l 1 

I ______________ I I l i nks in MST 1 
1 1 ________________ 1 1 

--------------- - 1 ___________ 1 

tringe 1 

1 analysis 1 
I ______________ I 
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D.3.3 The level 2 ANALYSE/INTERFEROGRAM com­
mand 

This one-command analysis has been called "level 2" command because 
it's managing the sequentialization of the whole set of level one command 
described in the next subsection . 

As you can see on the schematic diagram , this command doesn 't include 
any type of image digit(zation 7 . This preliminary step will be described in 
the last subsection of this section. The user that, would be in a hurry could 
have a look there first , and corne back here when he is delighted ! 

At present , we suppose that the interferogram to be analysed is present 
as an image file in the user's directory and that he has properly initialized 
his MIDAS session8 . Typing : 

> ANALYSE/INTERFEROGRAM image-name tal:ile-name nb-of-fringe 
[fringe-shape] [direct . order-nb] and 

his parameters9 will invoque the main program that will be executed ac­
cording to the shematic diagram described above . 
Let us now describe them : 

7 See reasons in t he general introduct ion. 
8 Be sure you are in the context optics . To make sure type SET / C ONTEXT OPTlCS . 
0 See also help pages for more particular det ails. 
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1mage-name 

table-name 

nb-of-fringe 

frin ge-sh a pe 

the name you gave to the image representing your orig­
inal interferogram. 

the name of a table that will contain points coordi­
nates and their fringe order number. 

the number of fringe contained in the interferogram . 
- This parameter will be used to determine the best­

fit ting size reduction factor in order to give fringe with 
always approximatively the same thickness . 

this not mandatory parame~er may have three differ­
ent values to define the geheral shape of the fringes 

• S if they are rather straight lines , 

• M if they present some slight curvature, 

• C if they"·are closed . 

This parameter will be used only for the computation 
of the local angle of the fringe near its edge. The 
default value is M 

direction order-nb if given , this pair of parameters will be used to num­
ber fully automatically the fringes . direction can 
hold t he values UP, DOWN , LEFT or RlGHT, while 
order-nb will give the number that the UPper , lower , 
LEFTmost or RIG HTmost fringe will get . If these pa­
rameters are omitted , then the cursor facility will be 
used for the numbering . 

This level 2 program wi ll display the results of ail the important inter­
mediate steps and will give the ability to backtrack if the user judge that 
the process has not achieved the expected results . 
It has also been designed to facilitate the definition of some parameters (for 
example in the maxima detection) by computing the best-fitting rebinning 
factor for each image , providing then a limited choise in the search for the 
right parameters . 
The final results (the numeri cal values of the aberrations) are issued on a 
ASCII file called FOR002. DAI Lhat can be printed on any printing device as 
well as on the screen . Moreover, the ANALYSE/ INTERFEROGRAM command 
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displays the final results on the screen and ask for their printing on the 
nearest printing device . 

D.3.4 Operation with the level 1 command 

These commands will have to be executed in the sequence described by the 
execution diagram_ here above if one wants to execute them for the analysis 
of inteferograms . Their parameters and syntax will be explained in the next 
section as well as in the copy of the "help" pages . 

D.3.5 How to s'tore an interferogram image on disk ? 

For this purpose , they are two methods currently available at ESO . The 
former , the fastest one , is to use a photography of the interferogram at to 
simply put it under the TV camera. The latter uses the negative of the 
image and the PDS digitizer. 

With the TV camera 

To operate it , you pwer up the TV camera digitizer and wait for two min­
utes . ln the mean time, just type : 

> CLEAR/DISPLAY 

and when the digitizer is ready (making some sharp noise) type 

> GRAB/IMAGE 

then put your image under the TV camera Jens , then you need to focus, to 
set the right contrast ... and so on . 
When you think the result is right , just type "ctrl C" and then use the 

> GET / IMAGE image-name 

command to store it in the file named image-name. Then , you just need to 
fil] in the descriptor of t he image like this : 

> WRITE/DESCR imag e-name IDENT " ... your comments ... " 

The main advantage of this way of doing is that the results are fast . lts 
disadvantages are that you must carefully tune the digitizer as well as the 
camera and that t he quality of t he result is rather poor lü_ 

111 non-linearity of the TV camera resp 0 nse, distorsion, overexposure ... 
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Using the PDS 

You just operate the PDS as its manual requires you to do , and when pro­
ceeded , Joad the tape fil e generated in your directory. The main advantage 
of this method is that your results have the quality of the original photog­
raphy ! (no more noise or distorsion is added). But its main disadvantage is 
that it takes much time to be executed. But PDS can run at night ... 

The best (future) solution ... 

... will be to use a CCD camera that will add the qualities of both previous 
methods, without their disadvantages . 

D.4 Implementation 

ln this section we describe the different dé!,ta formats as well as their different 
occurrence~ related to interferograms analysis, Both images and tabular 
informations are used to store immediate results of the commands. The 
section includes also a summary of the analysis commands. 

ln the command description , we use upper case let te rs for fixed parts of 
the commands , while names in lower case are variable parameters. Optional 
parameters are enclosed in square brackets . ln termediate files are enclosed 
between quotes . 

D.4 .1 Images 

INTERF-NAME image °fil e, o f any size 512X512 if ge nerated by the TV cam­
era. containing the original interferogram. The rebinned 
image will get the same name ! 

'BINARY' image file , with the same size as the rebinned original im­
age containing only the maxima detected by the filtering 
operation. 

' THI NNED' 

'INTERF' 

image , with the same size as both previous one , containing 
only t he skeleton of the structures of image BI NARY . 

generated image , with the same size as the previous images, 
containing the resu lts of the numbering : that is each fringe 
with a color corresponding to its order number . 
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D.4.2 Tables 

TABLE-NAME name of the table ':Vhere to store the results of the numbering 
: that is points coordinates and their corresponding order 
number. · 

'MST' name of the table containing the results of the classification 
of the points into a minimal spanning tree structure. That 
is : the coordinates of the two points being linked , and the 
distance between them . 

'RESMST' name of the t able used to store the results of the split and 
merge process applied to the MST . The structure is the 
same. Only the number of entries might vary. 

'META -MST' name of the table used to store the results of the split and 
merge process applied to the MST . The structure will be : 
one entry per recognized fringe ; for each entry : coordinates 
of both edge points of the fringe plus length and number of 
the fringe . 

D.4.3 Other files 

FOR002 . DAT is an ASCII file used to store the listing of ail the numerical 
values of the aberrations computed for this interferogram . 
It can be printed as well as typed on the screen . 

D.4.4 Commands 

The level 1 commands will be : 
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> FIL TER/MAXIMA 

> THIN/IMAGE 

> POSITIONS/TABLE 

> BOUNDARY/TABLE 

> MST/TABLE 

> SPLITMERGE/TREE 

> EDIT/TREE 

> PLOT/TREE 

> NUMBERING/TREE 

> ANALYSE/WAVE 

interf-name binary window-size nb-cri te ria 
threshold 
binary thinned 

thinned table-name 

tablename enlargement-factor 

table-name mst grid-size 

mst resmst metamst depth 

resmst table-name resmst-edited 

mst 

resmst table-name table-name-nb [direction 
order-nb] 

table-name sampling-fact ,fringe-space ,Sth-order , 
user-name units 

The level 2 command will be : 

> ANALYSE/I NTERFEROGRAM interf-name table-name nb-of-fringe fringe­
shape [direction order-number] 

Ali the parameters are explained in the "helps" joined for each command . 

D.4.5 keywords 

CIRCLE array of 3 single precision numbers to store x and y coordinates 
of the circle that con tains the fringes as well as its radius . This 
keyword is filled in by the the a small interactive program 
using the screen cursor called > BOUNDARY /IMAGE. 

POSITIONS array of up to 80 real elements to store pairs of coordinates 
of the points used to define the numbering line crossing the 
fringes . (Up to 20 pairs of crosses might be set) . 

NUMBERS array ofup to twenty integers containing the fringe order num­
bers associated to the positions of the crosses stored in the 
keyword POSITION. (lts first element contains the number of 
pair of crosses that have been defined) . 
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G lossary of terms 

"JI n'y a rien de si utile 
que d'envelopper les gens 

de paroles inutiles. 

J. Prévot. 

• 3D-view A 3D-view is a three-dimensionnal representation of a two 
dimensionnai image . It means that the image plane is represented in 
perspective and t hat the pixel intensities creat~ the third dimension . 
Such a representation , also called perspective view gives surprising 
results . See also [[pirenne83l]. 

• À Greek letter symbol representing the wavelength of the light used in 
the interferometer . For example in the Twyman-G reen interferometer 
used at ESO , the laser produces a light beam at ,\ = 633 nm , in the 
red part of t he spectrum. (The visible spectrum extends from 780 nm 
(deep red) to 380 nm (v iolet)) . 
When one speaks of a precision of 

2
>,,
0 

concerning optics , it means that 
t he most important aberrations for this component have an ampli­
tude lower or equal to 2~ of the radiation wavelength used to test the 
aberrations . Such a value ( fa) can be considered as good. 

• Aberration Aberration means the set of defec_ts presented by opti­
cal systems. They involve Joss in distinctness in the image produced . 
Sorne of t hem can be cited : 

com a produces extended images ( a point gets the shape of a 
coma) 

112 
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defocus 

spherical aberration 

astigmatism 

triangular aberration 

quadratic aberration 

113 

• Analysis Analysis is a scientific step that tries to lead to the com­
prehension of the subject submitted ta a tes t . 

• Association An association is defined by a correspondance between 
two or many entities where each assumes a given raie . One wants ta 
record information about this correspondance . An association can own 
attributes. Ex .: the association " own" can link the entities "pupil", 
" pencil" and " eraser" . 

• Batch Batch process'ing means , m the computer environment, the -· 
ability given by the system ta the users ta submit jobs without having 
ta wait for their completion and without having ta interact with them. 

• Binary image In our case , a binary image will be composed of pixels 
presenting only two different states : black or white. These images are 
useful only to show parts of the image that have been declared as to 
be relevant . 

• CCD-camera A CCD-camera is an electronic device used to directly 
transform the light flux comming on its cells into a numerical value , in 
such a way that one can directly get computer-ready ïnformation. This 
information is immediately useful and "pure" (it musn ' t pass anymore 
through electronic noise-generating components). 

• Cluster A cluster is a "geographical" gathering of points : that is , a 
region of space where the density of points is higher than elsewhere. 
(The space cited here can be of either 1, 2, 3, ... or more dimensions). 
The minimal spanning tree technique is helpfulin cluster identification , 
thanks to its shortest link characteristic . 
In the compu ter world , a cluster also means a group of cpu 's connected 

together . 

• Coherent Light is coherent when it keeps the same frequency and 
the same phase during the emission. 
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• Configuration The configuration in the computer world means the 
way the computer components are disposed in a room as well as their 
inter-relations and quantity.' 

• CPU A CPU is a central processing unit . It is in fact the computer 
itself, including an electronic processor and the main memory. 

• Digitalisation To what concerns computer data representation , one 
must know that these devices can on ly handle numbers . This means 
that to represent data , a combination of two binary digit can only rep­
resent 4 different states i.e. (0 ,0) , (0 ,1) , (1,0), (1 ,1) . Then , to represent 
letters and other useful printing symbols , a se t of 8 binary digits (or 
bits) are used , allàwing the existence of 256 different characters . For 
the sound , compact disks use a 14 or 16 bits map to translate bath 
intensity and frequencies of a sound . This means that a sampling is 
made to catch the state of a real event (or analogous event) . The same 
kind of sampling is made for the images . So , digitizing means taking a 
photography of a reality, simplifying it . The computer image of a real 
world is always a mode] of that world , with a given resolution . Other 
information will be given under "image" and " resolution" . 

• Entity ln project fonctionna! analysis , an entity is something con­
crete or abstracted , belonging to the perceived reality upon which one 
wants to record information . An entity does only exist cons id ering the 
existence of related individuals who consider it as a solid and inde­
pendant stuff with regard to its neighborh ood and environment. An 
entity can be chara:cterized by attributes. Ex.: a pencil , an eraser and 
a pupil are different entities. 

• Expert system An expert system represent a complex and powerful 
computer software to help in diagnosis or identification. I_. e. : MYCIN 
is a system to help in identifying the blood diseases. An expert system 
comprises the following parts : 

a knowledge base (relations between symptoms and diseases) 

a fact base (the observed symptoms) 

a rule base ( the ru les to properly relate symptoms and diseases) 

an inference engine ( the "engine" that is going to deduce t he 
diseases from the symptoms thanks to the rules) 
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a user interface (to allow a natural language interaction between 
the user and the syster_n) 

a proof supplier (to provide the different intermediate steps that 
led to the conclusion) 

• Filterin·g When a filter is applied on an image , it is in most of the 
cases to get rid of some parts of the spectrum, that is to lessen the 
intensity of the i.e. red part of the light. But filterin g can also be 
applied to transform the pixel intensities in the image according to 
two-dimensionnal mathematical laws such as Laplacian , Gaussian ... 
Transforrning the intensities by saying : "every intensity value lower 
than 100 becomes O" can also be considered as a filtering . 

• Fringes An interferometer always produces on its screen a sequence 
of bands alternatively dark and clear. These bands are called fringes . 

• Fringe shape The fringe shape is an evaluation degree of the cur­
vature of the fringes : they can be either straight or slightly curved or 
circular . 

• Hardware In the computer world , hardware means ail the electronic 
components of a computer system. 

• Image An image , is typically someth ing that can be perceived by one 
of our sense: the view . Thanks to our eyes , sensible to the light we 
can see things that are illuminated . Many tens of years ago , Daguerre 
invented the photography to project the reality on paper . Since then , 
the system has been improved , giving the cinema, the colors , the TV .. . 
But these ways of keeping a track of the real world discretize it, not 
only intime (1 image every 24th of a second for the cinema), but also 
in space , since a photographie film is composed of a certain amount 
of tiny points each characterized by a local intensity and a local col or . 
This implies that the resolution is limi ted: it means that the image 
won 't be able to be much magnified . 
When an image is stored into a computer , the same phenomenon ap­
pears: the image is divided in small points called pixels . The par­
ticularity of the images commonly handled by computer is that they 
are coded in black and white . To have a color one , you must display 
three different images , recorded wi th different filters. Their merging 
will make appear the colored image. 
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A computer image is commonly a square of 512x512 pixels , each coded 
in 8 ,16 or 32 bits representi!'lg a grey level intensity with more or Jess 
accuracy. Appendix B presents the structure of a computer image. 

• Interactive A program , or process , is interactive when its proper 
execution requires the presence of a human to enter commands at 
pre-defined points. 

• Interference (optics) . lnterferences are produced by two light beams 
coming from different sources , these beams being in phase . See in­
troduction for theoritical explanations . lnterferences are commonly 
produced by an interferometer . 

• Interferogram An interferogram is the image that appear on the 
screen of an interferometer. lt always contains interference fringes. 

• Interferometer An interferometer is a high precision optical device 
especially used for surface flatness evaluation. This instrument is com­
posed of a source of coherent light ( commonly a laser) and of a beam 
splitter that <livide it in two parts . The former is reflected by a ref­
erence surface whose flatness characteristics are well known while the 
latter goes to the test surface . Both beams corne back on a screen and 
interfere , producing bands of light alternatively dark and clear . The 
bands ( also called fringes ) shape can help determine the characteristics 
of the tested surface. 

• Interferometry lnterferometry is a high precision optical measure­
ment method to evaluate surface flatness . The instrument used for 
this purpose is called interferometer . 

• Laser The laser is an electro-optical device that can produce a very 
thin , coherent and monochromatic light beam. ln this work , laser is 
only considered as part of an interferometer . 

• Link ln our problem, a link will represent an edge existing between 
two points ; meaning that both points logicaly belong to the same struc­
ture . A link can be characterized by its length and by the identification 
of the points that it relates . 

• Merge Doing a merge operation in a set of t rees means in t he context 
of this work to link two different su btrees toge ther , by add i ng one new 
edge . The result is that the set of trees is diminished of one unit . 
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• Modem A modem (modulator-demodulator) is an electronic device 
used to realize long distance ,computer communications . The computer 
binary signal is transformed into an analog one , sent on a common 
telephone line , and decomposed into a binary signal on the other end · 
of the wire to be understood by the remote computer. 

• Monochromatic ( for light). Monochromatic means that this light 
is composed of only one wavelength . So , it will be by no means white 
but red , green, cyan or ... 

• Neighborhood Here , the neighborhood has to be understood the 
region surrounding a given pixel or set of pixels . The compari son of 
t he intensities of these pixels with the surrounding regi on will allow 
the detection of maxima. 

• Noise When one speaks about n01se, it means undesirable sound , 
conflicting with what one really wants to hear . If the noise is too 
strong , the message or music cannot be understood . In image process­
ing , "noise" is also used to mean unuseful and more or less equally 
distributed light in the image , that can , in the worst cases , hide the 
in formation . 
For the images , noise can be generated by the electronic components 
used to record the light ; by the sky background in astronomical pho­
tography, by subinterferences in the case of interferograms. To give an 
example , if an astronomer is trying to count ail the stars t hat he can 
see on a photography, he will have doubts while. facing stars so faint 
that they can hardly be distinguished from the noisy sky background . 

• Operating system The firsn computer program , unavoidable for 
the use of a computer is called operating system. lt ensures the link 
between the hardware and the user 's application programs . 

• Optical measurement Optical measurement or optical metrol­
ogy is the way to get information about the subject submitted to a 
test . These information are obtained using optical devices . Example: 
telemetry uses light to measure the dis t ance between the light source 
and the target . 

• Orthogonal Quasi-Zernike Eigenfunctions 

• Pattern recognition Pattern recognition is a rather new topic m 
.computer science. It t ries to recognize a given abject in an image or 
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a given sequence of words in the human speech. Most recent devel­
opments in this field try to give this ability to the computer through 
sophisticated programs. Pattern recognition is a field of artificial in­
telligence . 

. • Peak ln an image , a peak will be a pixel or a whole set of pixels 
whose intensities are rather higher than the intensities observed in 
their neighborhood. The aim of the maxima filtering operation will be 
to detect these pixels . 

• Processing The term "processing" always means , in computer sci­
ence, the execution of a process in order to transform an input data 
set into a output data set. 

• Proto-link When trying to merge parts of fringe structure together, 
link propositions are created and submitted to the appreciation of the 
merge process. These propositions can be called proto-links . 

• Resolution Resolution is a measure of the density of information 
contained in a unit of the representation of the reality. For example , 
the resolution of a common photography can be 3000 points ( or pix­
els) per square cm. The existence of resolution involve an important 
consequence : to enhance the size of a photography in order to discover 
new tiny details is unuseful above a given value. 

• Software ln the computer world , software represent ail the compute r 
programs that need the hardware to be run . 

• Table For MIDAS a table is an array structured data set composed 
of lines and columns each representing an attribute of the data that 
this table describe . 
Example: if we want to represent fringes , we can store the x and y 
coordinates of the points that define it as well as the fringe number 
associated to each of these points . Then each table entry will represent 
a different point . 

• Tree and MST " A tree is a connected graph with no circui ts and a 
spanning tree of a connected graph G is a t ree in G which contains all 
nodes of G. A minimal spanning tree (MST) of graph Gis a spannin g 
tree whose edge weight is minimum among ail spanning trees of G". 
This definition is coming from [[zahn7l l]. 
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With a mathematical formulation, one could write : 

Let G = { a1 , ... , an} and let us build a tree . 

in such a way that 

. 'ï/ai, aj E G(i,J = 1, ... , n ) 

:3 1 L , 
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where d+ and d- mean the half external and internai degree of ai a'nd 
where the weigth of the link L written ( Wij) is in this case the length 
between ai and a1. 

In an MST a supplementary condition on L appears : 

Wij = _min (dist(ai , a1)) V i (J' =j:. i) 
1El ,.,n 

• Smoothing The smoothing of an image is similar to the application 
of a G aussi an fil ter to i t. 

• Split Doing a spli t operation rn a tree means in the context of this 
work to cu t a link in that tree separating like this the tree into two 
subtrees. 

• Window The notion of window represent a frame that can be set on 
the pixels of an image . lt means that we will only analyse the pixels 
that appear in this frame . The window ( or frame) can have any size. 
Ex .: a 5x5 window will contain 25 pixels . 

• Wavefront A wavefront is a surface of constant phase in a light beam. 

• Workstation A workstation is a computer facility especially designed 
to offer the highest ease and comfort to the user : response time, nice 
screen and key board as well as a mouse or any modern poin.ting device . 

· Each workstation comprises local processor , memory and a link to 
other workstation or to a central facility . 
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Listings 

Two different kind of listings ·are available : 

l. The FORTRAN codes of the different programs; 

2. The procedure programs associated with the programs listed before. 
These procedures are writ ten in the MIDAS command language . 

The following listings will take place in the next pages : 

• MAXIMA . FOR and MAXIMA . PRG associated with t he new MIDAS com­
mand FILTER/MAXIMA 

• POSITION . FOR and POSI TI ON . PRG associated with the new MIDAS com­
mand POSITION/TAB 

• MST . FOR and MST . PRG associated with the new MIDAS command MST/TAB 

• SPLITMERGE . FOR and SPLITMERGE . PRG associated wi t h t he new MI­

DAS command SPLITMERGE/TREE 

• EDITTREE . FOR and EDITTREE . PRG associated with the new MIDAS com­
mand MODIFY /TREE 

• NUMBERING. FOR and NUMBERING. PRG associated with the new MIDAS 

command NUMBERING/TREE 

• WAVE . FOR and WAVE . PRG associated wi t h t he new MIDAS command 
ANALYSE/WAVE 

• AN INTER . PRG associated wi th the new MIDAS command ANALYSE/ INTERFEROGRAM 
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ln order to avoid paper waste , ail the listings mentionned above won 't be 
added to this book , however the.Y are available on simple request by the 
author . 
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