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Leveraging Natural Language Processing and Data Mining to
Augment and Validate APIs

Alix Decrop
alix.decrop@unamur.be

NADI, University of Namur
Namur, Belgium

Abstract
APIs are increasingly prominent for modern web applications, al-
lowing millions of users around the world to access data. Reducing
the risk of API defects - and consequently failures - is key, notably
for security, availability, and maintainability purposes. Document-
ing an API is crucial, allowing the user to better understand it.
Moreover, API testing techniques often require formal documen-
tation as input. However, documenting is a time-consuming and
error-prone task, often overlooked by developers. Natural Language
Processing (NLP) could assist API development, as recent Large
LanguageModels (LLMs) demonstrated exceptional abilities to auto-
mate tasks based on their colossal training data. Data mining could
also be utilized, synthesizing API information scattered across the
web. Hence, I present my PhD project aimed at exploring the usage
of NLP-related technologies and data mining to augment and vali-
date APIs. The research questions of this PhD project are: (1) What
types of APIs can benefit from NLP and data mining assistance?
(2) What API problems can be solved with such methods? (3) How
effective are the methods (i.e. LLMs) in assisting APIs? (4) How
efficient are the methods in assisting APIs (i.e. time and costs)?

CCS Concepts
• Computing methodologies → Natural language process-
ing; • Software and its engineering → Software testing and
debugging.
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1 Introduction and Motivation
Application Programming Interfaces (APIs) allow computer soft-
ware or components to communicate with one another. APIs hide
underlying code and logic behind a simplified interface for the end
user. Documentation allows users to understand how to use an API
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through its interface. An API is a broad term that encompasses var-
ious types of APIs; Popular examples include RESTful APIs [11, 22],
GraphQL APIs [9], SOAP APIs [16], and framework-specific APIs
(i.e. TensorFlow [15]). As APIs are increasingly popular and lever-
aged by millions of users, testing APIs is extremely important. API
testing allows the detection of defects, preventing certain failures
from happening before the production phase. This practice also
encompasses non-functional requirements such as security, perfor-
mance, availability, reliability, and maintainability. When carried
out early in the software development life cycle, API testing can
save time and money as defects are detected and handled directly.
For the case of RESTful APIs, testing commonly uses a black-box
approach, requiring an OpenAPI Specification (OAS) [12] of the
API under test as input [8, 13, 23]. As a result, automated and formal
specification generation has been explored in the literature. Yet,
existing methods require some form of documentation [3, 14, 18],
an HTTP proxy server [24], to crawl the API user interface [27, 28]
or to use API call examples [7]. However, two major problems arise.
(1) APIs are increasingly complex and developed at a rapid pace,
rendering the testing phase more labor-intensive. (2) API develop-
ers tend to omit or overlook documentation, resulting in misuse
and reducing the efficiency of automated analysis tools depending
on it. Accordingly, the API field is in dire need of assistance.

In 2023, the chatbot ChatGPT [20] utilizing the GPT model ar-
chitecture [21] popularized LLMs, a breakthrough in NLP. Such
models are fed with enormous amounts of training data gathered
from across the Internet. When used correctly, LLMs are essen-
tial tools for handling various tasks across different application
domains. Popular models include the influential BERT [6], GPT-3.5
and GPT-4 [1], Llama [26], Gemini [25] and Claude. To illustrate
LLM uses, Deng et al. [5] explored feeding masked code to an LLM
to test deep-learning libraries. Meng et al. [19] used LLMs to guide
protocol fuzzing, with a message mutation process via LLM interac-
tions. Moreover, Khanfir et al. [17] applied token masks onto code
to obtain mutated code from a CodeBERT [10] variant. Similarly,
data mining can assist certain tasks by synthesizing information.
By scraping data from the web - sometimes hidden from manual
browsing - data mining can offer this data in a single location for
advanced analysis. On top of that, I hypothesize that API-specific
knowledge can be retrieved from multiple sources on the web (i.e.
documentation from official API websites, usage-related questions
from blogs or forums, new API feature announcements from social
networks). In parallel, NLP technologies are trained on this kind of
data, rendering NLP well-suited for API knowledge synthesis, augmen-
tation, and validation. In this spirit, “Leveraging Natural Language
Processing and Data Mining to Augment and Validate APIs” is the
title of this PhD project. The overall objective of this research is to
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Figure 1: Overview of RESTSpecIT [4]

discover API-related tasks that can be assisted (or even automated)
with the help of NLP (i.e. LLMs) and data mining.

2 Preliminary Results
We recently explored an application domain for this PhD project,
by leveraging a LLM to assist RESTful APIs. The approach is termed
RESTSpecIT, using the GPT-3.5 LLM to automatically infer OpenAPI
specifications and test RESTful APIs in a black-box environment.
Compared to state-of-the-art API inference and testing tools, REST-
SpecIT requires minimal user input: The name of the API and a key
for LLM requests. RESTSpecIT uses an in-context prompt masking
strategy to retrieve relevant API data from the LLM, requiring no
model fine-tuning. Based on the model’s responses, the tool can
mutate HTTP requests. By sending mutated requests to the API
and analyzing HTTP responses returned, the OpenAPI specifica-
tion can be inferred with request data. The API can be tested by
uncovering 5xx status codes (server errors) in responses. Our eval-
uation demonstrates that RESTSpecIT: (1) effectively infers API
specifications in the OpenAPI format, with 85.05% of GET routes
and 81.05% of query parameters found on average, (2) discovers
undocumented and valid API data, (3) is efficient regarding requests
sent, execution time, and model costs, and (4) serves RESTful API
testing. Indeed, RESTSpecIT can uncover server errors in APIs and
generate valid OpenAPI specifications that can be used as input
for existing testing tools (e.g. RESTler [2]). Figure 1 presents an
overview of the tool. The results obtained from this research are
promising, demonstrating that LLMs are suitable candidates for
assisting/automating RESTful API tasks [4].

3 Research Questions

RQ.1: What types of APIs can benefit from NLP and data
mining assistance? As detailed in Section 1, there exists various
types of APIs. Moreover, Section 2 displayed that RESTful APIs
could benefit from our approach, which is a promising result. Other
types of APIs need to be explored to generalize the approach.

RQ.2:What API problems can be solved with such methods?
APIs have different problems; For instance, RESTful APIs have
problems related to HTTP requests (e.g. validity, false positive pa-
rameters, routes). However, framework-specific APIs do not have
the same problems. Recurring problems in different API types need
to be identified and they need to be solved with the approach.
RQ.3: How effective are the methods in assisting APIs? (1)
NLP and LLMs are constantly evolving. Before 2023, BERT was
the prominent model. However, the GPT-3.5 model arose in 2023.
Not so long after, the field adopted a plethora of different models
such as GPT-4, Gemini, Claude, Bard, Llama, and so on. In this
spirit, comparing the effectiveness of LLMs (closed/open source,
online/local) is important. (2) The effectiveness of the approach is
also important, depending on the API metrics defined.
RQ.4: How efficient are the methods in assisting APIs? In paral-
lel to RQ3, this last research question aims to evaluate the efficiency
of the approach. This will comprise metrics such as model response
times, model costs, and local resource usage.

4 Conclusion and Work Plan
This PhD research project aims at augmenting and validating APIs,
by leveraging NLP-related technologies (e.g. LLMs) and data mining
to synthesize web data. Our preliminary approach automatically in-
fers documentation and tests RESTful APIs. However, I will explore
different API types, e.g., GraphQL, SOAP, and framework-specific
APIs. For my first year, I currently focus on RESTful APIs and eval-
uating the approach (c.f. Section 2). In the following years, I will
extend the approach to other API types and particularly focus on
research question 3 regarding the NLP landscape’s evolution.s
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