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Stabilisation invariante de systèmes avec commande frontière discrétisés
par Jonathan Dehaye

Résumé : Stabilisation et invariance sont les deux mots-clefs de ce travail. Par sta-
bilisation invariante, l’on entend le fait de stabiliser asymptotiquement un système
tout en maintenant les trajectoires d’état dans un domaine prédéfini. Dans un pre-
mier temps, nous traitons le cas des systèmes positifs linéaires temps-invariants (LTI)
fini-dimensionnels, pour lesquels nous discutons de la pertinence du choix d’une en-
trée positive pour le processus de stabilisation, fournissons une paramétrisation des
feedbacks positivement stabilisants pour une certaine classe de systèmes positifs, et
étendons le concept d’invariance à des cônes, secteurs ou ensembles de niveau d’une
fonction de Lyapunov. Ensuite nous adaptons les résultats aux systèmes positifs LTI
infini-dimensionnels, nous expliquons le lien entre une entrée agissant dans les con-
ditions frontières et cette même entrée agissant dans la dynamique, nous appliquons
les résultats au modèle de diffusion pure, et discutons des conditions frontières lors
de la discrétisation d’un système EDP. Finalement, nous traitons le cas des systèmes
positifs non linéaires temps-invariants (NTI) infini-dimensionnels, pour lesquels nous
adaptons une nouvelle fois les résultats théoriques précédents et présentons un exem-
ple pertinent, à savoir un modèle de réacteur biochimique.

Invariant stabilization of discretized boundary control systems
by Jonathan Dehaye

Abstract: Stabilization and invariance are the two keywords of this work. By invari-
ant stabilization, one should understand the asymptotic stabilization of a system while
keeping the state trajectories in a predetermined domain. First, we deal with the pos-
itive linear time-invariant (LTI) finite-dimensional systems for which we discuss the
relevance of choosing a nonnegative input for the stabilization process, we provide a
parameterization of all positively stabilizing feedbacks for a particular class of posi-
tive systems, and we extend the concept of invariance to cones, sectors and Lyapunov
level sets. Then, we adapt the results to the positive LTI infinite-dimensional systems,
we explain how one can switch from an input acting in the boundary conditions to an
input acting in the dynamics, we introduce the standard example of the pure diffusion,
and we discuss the boundary conditions when discretizing a PDE system. Finally,
we deal with the positive nonlinear time-invariant (NTI) infinite-dimensional systems,
for which we once again adapt the previous theoretical results and consider a relevant
example, namely a biochemical reactor model.
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Date: 25/10/2017
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Nomenclature

List of notations

t The time variable
z The space variable
ẋ(t) The derivative of x with respect to t
x′(z) The derivative of x with respect to z
IR+ The set of nonnegative real numbers
IR0,+ The set of positive real numbers
CI + The set of complex numbers with nonnegative real parts
IRn

+ The set of nonnegative real vectors of dimension n
i.e. vectors with nonnegative real components

IRn
0,+ The set of strictly positive real vectors of dimension n

i.e. vectors with positive real components
Re(c) The real part of the complex number c
A≥ 0 The matrix A is nonnegative (i.e. ai j ≥ 0 for all i, j)
v� 0 The vector v is strictly positive (i.e. vi > 0 for all i)
v > 0 The vector v is positive (i.e. vi ≥ 0 for all i, and v 6= 0)
v≥ 0 The vector v is nonnegative (i.e. vi ≥ 0 for all i)
vT The transpose of the vector v
AT The transpose of the matrix A
A−1 The inverse of the matrix A
σ(A) The spectrum of the matrix A
ρ(A) The resolvent set of the operator A
R(λ ,A) The resolvent operator of A, given by (λ I−A)−1

with λ ∈ ρ(A)
I The identity matrix or operator
rk(A) The rank of the matrix A
C The controllability matrix of the system
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c{v1, ...,vn} The cone finitely generated by the vectors v1, ...,vn

c̊{v1, ...,vn} The interior of the cone finitely generated
by the vectors v1, ...,vn

ei The ith vector of the canonical basis
sgn(r) The sign of the real number r
det(A) The determinant of the matrix A
A[i] The matrix A with the ith row and column removed
K̊ The interior of the cone K
K0 The cone K without the origin
r(A) The spectral radius of the operator A
s(A) The spectral bound of the operator A
ω0(T ) The growth bound of the C0-semigroup (T (t))t≥0

A∗ The adjoint of the operator A
〈v,w〉 The inner product between v and w
δi j The Kronecker delta
δ0 The Dirac delta distribution at z = 0
D(A) The domain of the operator A
C(i, j) The binomial coefficient indexed by i and j
Lp(a,b) The Lebesgue space of complex-valued

p-integrable functions defined on [a,b]
H p(a,b) The Sobolev space of order p
L (X ,Y ) The vector space of all bounded linear operators

from X to Y
χS The characteristic function of the set S
ker(L) The kernel of the linear map L
A#

l The left pseudoinverse of the matrix A
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LTI linear time-invariant
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Introduction

We see the world as a mystery,
a puzzle, because we’ve always

been a species of problem-solvers.

– Alexandra Drennan

Control is something with which each of us is confronted on a daily basis, often
without even realizing it. It is a fundamental aspect of the everyday life, as one can
actually observe control processes everywhere, for example in cars (steering, ther-
mostats and air conditioning units, cruise control...), airplanes (flight path / air traffic
control systems using GPS...), robotic arms, segways, drones, nuclear or biochemical
reactors, and even in our own human bodies, as for example the perspiration process,
the expansion or contraction of the pupil depending on the ambient luminosity, the
elimination of toxins or medicines in the blood system, and many others. The con-
cept of controlling in order to regulate, stabilize, or, on a more general level, to force
physical systems to adopt a specific desired behavior, may be essential with a view
to maximizing a production, avoiding undesired behaviors that could lead to wrong
functioning or material degradation, minimizing the loss of resources or the waste
generation...

In this work we deal with positive linear systems, which are linear systems whose
state variables are nonnegative at all time. Studying this kind of systems is of great
importance as the nonnegativity property can be found frequently in numerous fields
like biology, chemistry, physics, ecology, economy or sociology (see e.g. (Abouzaid,
Winkin and Wertz 2010), (Chellaboina, Bhat, Haddad and Bernstein 2009), (Dehaye
2011), (Dehaye and Winkin 2016), (Dehaye and Winkin 2017), (Farina and Rinaldi
2000), (Haddad, Chellaboina and Hui 2010), (Laabissi, Achhab, Winkin and Dochain
2001), (Winkin, Dochain and Ligarius 2000) for particular examples). Although the
mathematical models preserve the positivity property of the state, controlling the sys-
tem might lead to a violation of the property. So when stabilizing a system, one cannot
force a state variable representing e.g. a mass, a density or a concentration to become
negative at some time in order to make it asymptotically stable, as this would make
no sense on a physical point of view and would lead to unpractical and meaningless
results. It is then essential to force the nonnegativity of the state at all time when

5
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studying positive systems to ensure that the very nature of the system is preserved and
that the mathematical methodology makes sense from the point of view of the appli-
cations. In this work, the notion of positivity is generalized to the notion of invariance,
for which we do not only consider state variables that can only be nonnegative, but
also state variables that are restricted to a cone, i.e. state variables that have lower
bounds or upper bounds exclusively, or to a sector, i.e. state variables that have lower
and upper bounds at the same time. That kind of restriction could happen naturally,
e.g. in systems that hold speeds or temperatures as state variables, or could be forced
manually to avoid undesired configurations due to technology limitations, financial
restrictions, etc. It is then essential to extend the results to this larger class of systems.

The main matter of this work is precisely to mix both concepts of stabilization and
invariance for a particular type of systems: we deal with the invariant stabilization
of time-invariant differential systems, more specifically discretized boundary control
systems. By invariant stabilization, one should understand the asymptotic stabilization
of a system while keeping the state trajectories in a predetermined domain. This is far
from being a trivial objective, and one often has to face compromises to reach this goal.

Positive (and invariant) stabilization is a topic that has been studied for many years
now (see e.g. (Berman, Neumann and Stern 1989) for nonnegative matrices theory
in positive differential and control systems, (Boyd, El Ghaoui, Feron and Balakrish-
nan 1994) for LMIs in positive orthant stabilizability, (Castelan and Hennet 1993)
for positively invariant polyhedra for linear continuous-time systems, (Hartman 1972)
for the invariance of closed sets, (Saperstone 1973) for controllability with positive
controls) and that is fast-growing since the 2000s (see e.g. (Abouzaid et al. 2010)
and (Achhab and Winkin 2014) for the positivity and positive stabilization of linear
infinite-dimensional systems, (Bátkai, Fijavž and Rhandi 2017) for positive operator
semigroups, (Blanchini 1999) and (Blanchini and Miani 2007) for invariant sets and
Lyapunov functions, (Chellaboina et al. 2009) for positivity in systems of chemical re-
actions, (De Leenheer and Aeyels 2001) for the stabilization of positive linear systems,
(Farina and Rinaldi 2000) for positive linear systems analysis, (Haddad et al. 2010)
for positive and compartmental systems, (Kaczorek 2002) for positive 1D and 2D,
discrete-time and continuous-time systems, (Karafyllis and Krstic 2016) for the posi-
tive stabilization of an age-structured chemostat model by use notably of a logarithmic
transformation, (Roszak and Davison 2009) for necessary and sufficient conditions for
the stabilization of positive LTI systems using a vertex algorithmic approach, (Zhang
and Prieur 2017) for positive hyperbolic systems and Lyapunov functions). This is
a hot topic nowadays with numerous applications in engineering, pharmacokinetics,
biochemistry, ecology and many other fields, and since 2003, the International Sym-
posium on Positive Systems (POSTA) has taken place regularly, putting the spotlight
on a wide range of topics from the theory and applications of positive systems. This
work brings several contributions in the field of systems and control, in particular to
invariant stabilization problems. One of its strong points is that it includes, at the
same time, original theoretical results with proofs, relevant and interesting applica-
tions, namely the pure diffusion system and a tubular biochemical reactor model, and
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numerical simulations with self-developed and optimized MATLAB routines. We have
also tried to make this thesis as self-contained as possible, notably by adding a few
relevant theoretical developments borrowed from the literature.

The manuscript is organized as follows.

Chapter 1 deals with positive linear time-invariant finite-dimensional systems.
In Section 1.1 we provide some necessary tools, among which definitions, theorems
and geometrical interpretations, for a clear understanding of the problem.
In Section 1.2 it is shown in two particular ways why one should not consider a non-
negative input in order to positively stabilize a positive system.
In Section 1.3 we provide a systematic way to parameterize all positively stabilizing
feedbacks for a particular class of positive systems.
In Section 1.4 we show how one can extend the concept of positivity to a more gen-
eral concept that is invariance, positivity being a particular case of cone invariance.
We consider the invariance of cones, sectors, and ellipsoidal sets that correspond to
Lyapunov functions level sets.

Chapter 2 focuses on positive linear time-invariant infinite-dimensional systems.
In Section 2.1 we show that, ironically and unlike what is stated in Section 1.2, it
is actually possible to positively stabilize a positive system while considering a non-
negative input. However, there is a trick as the input changes whether it acts in the
boundary conditions or in the dynamics.
In Section 2.2 we introduce a standard example, namely the pure diffusion system, to
support the theoretical results and to perform numerical simulations.
In Section 2.3 we study the convergence of the discretized closed-loop system to the
closed-loop PDE system by analyzing the discretization scheme and by means of a
state space approach.
In Section 2.4 we raise the question of the boundary conditions status when discretiz-
ing a PDE system, and we provide a method to ensure that the discretized boundary
conditions are always verified for the finite-dimensional model. The results are sup-
ported by the pure diffusion system, once again.

Chapter 3 introduces positive nonlinear time-invariant infinite-dimensional sys-
tems.
In Section 3.1 it is shown how the positive stabilization problem of a positive non-
linear system can be seen as an invariant stabilization problem of an invariant (more
precisely, a cone invariant) linear system. This allows to apply the previous theoretical
results, and leads to a simpler though relevant problem.
In Section 3.2 we study a relevant example, namely a tubular biochemical reactor
model, and bring a solution to the invariant stabilization problem for that particular
case of positive nonlinear system.

We close this work by giving some concluding remarks and providing some inter-
esting perspectives for future work.
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Contributions
The main contributions include:

• formal proofs, completing (De Leenheer and Aeyels 2001, Theorem 4) which
is inspired by the results in (Saperstone 1973), that show that positive stabi-
lization of a positive LTI finite-dimensional system by nonnegative input can-
not be achieved, one following a classic approach (considering the state trajec-
tory) and the other following a different, more peculiar approach (considering
an extended system), and the extension of the result to positive LTI infinite-
dimensional systems;

• a study of how the input sign can change depending on whether it acts in the
boundary conditions or in the dynamics (see (Emirsjlow and Townley 2000)),
implying that the positive stabilization of a positive system by nonnegative input
is still possible, in a sense;

• the design of all positively stabilizing feedbacks for a particular class of positive
systems brought as a theoretical result with a formal proof, along with a system-
atic way (involving the positive stabilization theory, see e.g. (Chellaboina et al.
2009), (Haddad et al. 2010), (Roszak and Davison 2009), and linear program-
ming, see (Schrijver 1998)) to fully parameterize these feedbacks;

• a deep analysis of a standard and classic example, namely the pure diffusion
system, for which we design a discretized model of the system, perform numer-
ical simulations, and provide a convergence study considering the discretization
scheme (see e.g. (Frey 2009), (Thomas 1995)) and a state space approach (see
(Emirsjlow and Townley 2000));

• results on how to preserve boundary conditions for discretized systems, as bound-
ary conditions are hardly ever considered when it comes to discretized systems:
it is shown how to achieve positive stabilization of a positive system while
preserving both positivity and boundary conditions, using the polyhedral sets
invariance theory (see e.g. (Castelan and Hennet 1993)), and the results are
applied to the pure diffusion model;

• an extension of positivity to the invariance of a cone or a sector, and in particular
an extension of the results concerning the invariance of a cone (see (Beauthier
2011)) to the invariance of a sector, for which multiple theoretical results are
given with proofs;

• the invariance study by Lyapunov level sets: considering a closed-loop system
and using Lyapunov functions, it is shown in an original and efficient way how
to design a set of initial conditions that ensure that the state remains in a given
cone or sector (see (Blanchini and Miani 2007, Chapter 4)), including a theoret-
ical result with proof and a strong geometrical background;
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• a deep analysis of a relevant and interesting example, namely a biochemical re-
actor distributed parameter model (see (Dramé, Dochain and Winkin 2008)), for
which the previous theoretical results are applied to a linearized and discretized
model of the system;

• many routines that have been coded in MATLAB and optimized to support the
theoretical results and to provide a thorough analysis of both studied applica-
tions.

A detailed list enumerating our most important communications and publications
can be found below, whose contributions are included in this thesis.

• J.N. Dehaye and J.J. Winkin, "Parameterization of positively stabilizing feed-
backs for single-input positive systems" in Systems & Control Letters 98, 57-64
(2016)

• J.N. Dehaye and J.J. Winkin, "Positive stabilization of a diffusion system by
nonnegative boundary control" in Positive Systems, Theory and Applications
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Chapter 1

Positive linear time-invariant
finite-dimensional systems

1.1 Framework
Before getting to the heart of the matter, it is desirable that we provide the reader with
some important results and definitions to ensure that they have the tools needed for a
clear understanding of the problem and the solutions brought in this work.

Let us consider a linear time-invariant (LTI) finite-dimensional system described
by the equations {

ẋ = Ax+Bu
y = Cx+Du

(1.1.1)

where A ∈ IRn×n, B ∈ IRn×m, C ∈ IRp×n, D ∈ IRp×m, x is the state, u is the input and
y is the output. First we provide the reader with the concept of positive linear system
(see e.g. (Farina and Rinaldi 2000), (Haddad et al. 2010), (Kaczorek 2002), (Roszak
and Davison 2009)).

Definition 1 A linear system (1.1.1) is positive if for every nonnegative initial state
x0 ∈ IRn

+ and for every admissible nonnegative input u (i.e. every piecewise continuous
function u : IR+→ IRm

+) the state trajectory x of the system and the ouput trajectory y
are nonnegative, i.e. for all t ≥ 0, x(t) ∈ IRn

+ and y(t) ∈ IRp
+.

Considering a more geometric perspective, one could express the positivity of a
system in the following way: if the initial state is in the nonnegative orthant, the state
trajectory remains in the nonnegative orthant at all time (see Figure 1.1).

It is possible to express the positivity of a system by use of the matrices A, B, C
and D only. In order to do so, two concepts are needed.

11
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•

O

x0

x(t)

Figure 1.1: The state trajectory remaining in the nonnegative orthant

Definition 2 A nonnegative matrix A (denoted by A ≥ 0) has all its entries greater
than or equal to zero, i.e. ai j ∈ IR+, for all i, j.

Definition 3 A Metzler matrix A is a matrix with all its off-diagonal entries greater
or equal to zero, i.e. ai j ∈ IR+, for all i 6= j.

One can see that a nonnegative matrix is a Metzler matrix, and that a Metzler
matrix is a nonnegative matrix up to a diagonal shift. We can now state the previously
mentioned result (see e.g. (Farina and Rinaldi 2000), (Haddad et al. 2010)). For a
complete proof, we suggest that the reader checks (Dehaye 2011, Theorem 1.1).

Theorem 1.1.1 A linear system (1.1.1) is positive if and only if A is a Metzler matrix
and B, C and D are nonnegative matrices.

Before we introduce the notion of positive stabilizability of positive systems, one
last concept is needed.

Definition 4 A matrix A is (exponentially) stable if there exist positive constants M
and ω such that for all t ≥ 0 ∥∥eAt∥∥≤Me−ωt

or, equivalently, A has all its eigenvalues with negative real parts, i.e. Re(λ )< 0, for
all λ ∈ σ(A).

For convenience, throughout this work the notion of stability will refer to asymp-
totic stability, which is equivalent to exponential stability as long as we deal with LTI
systems.
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Definition 5 A positive LTI system (1.1.1) is positively (exponentially) stabilizable if
there exists a state feedback matrix K ∈ IRm×n such that A+BK is a stable Metzler
matrix, i.e. such that there exist positive constants M and ω such that for all t ≥ 0∥∥∥e(A+BK)t

∥∥∥≤Me−ωt ,

and for all t ≥ 0, e(A+BK)t ≥ 0. Such a feedback matrix K is called a positively stabi-
lizing feedback for the system (1.1.1).

Remark 1 In Definition 5, it is mentioned that for all t ≥ 0, e(A+BK)t ≥ 0. This is
indeed required for the nonnegativity of the closed-loop trajectory as x(t)= e(A+BK)tx0
with an arbitrary nonnegative initial state x0.

The positive stabilization problem is concerned with existence conditions and the
computation of such a matrix K. This is of great importance as the stabilization pro-
cess alone does not take the state domain into account. As stated before, positivity is
a natural property of many systems and applications. To ensure the consistency of the
model and the stabilization process, one should make sure while designing the feed-
back matrix that the state positivity property is verified at all time.

Now let us introduce the following lemma (see e.g. (Chellaboina et al. 2009,
Theorem 5)) that brings the concept of Lyapunov function which will be required in
many forthcoming results.

Lemma 1.1.2 Let a system be described by the equation ẋ = Ax with x(0) = x0. Let
U be an invariant subset with respect to this system, i.e. x0 ∈U implies that x(t)∈U
for all t ≥ 0. Let xe be an equilibrium of the system. Let V : U → IR be a continuously
differentiable function and assume that V (xe) = 0, V (x)> 0 for all x ∈U \{xe}, and
V̇ (x) ≤ 0 for all x ∈U . Then xe is Lyapunov stable with respect to U , i.e. for every
ε > 0 there exists δ > 0 such that, if ‖x0− xe‖ < δ , then ‖x(t)− xe‖ < ε for every
t ≥ 0. If, in addition, V̇ (x) < 0 for all x ∈ U \{xe}, then xe is asymptotically stable
with respect to U .

Finally, we state and prove an important and very useful result (see e.g. (Chellaboina
et al. 2009), (Haddad et al. 2010), (Roszak and Davison 2009)) which provides a nec-
essary and sufficient algebraic condition for the stability of a Metzler matrix. The
proof is inspired by (Haddad et al. 2010, Lemma 2.2), (Rüffer 2010, Lemma 1.1).

Proposition 1.1.3 A Metzler matrix A ∈ IRn×n is stable if and only if there exists a
vector v in IRn

0,+ such that Av is in IRn
0,−.

Remark 2 Such a real vector v is said to be a strictly positive vector, and the stan-
dard notation v� 0 that can often be found in the literature will be used throughout
this work. The same goes for strictly negative vectors that we will denote by v� 0.
Moreover, a positive vector v (denoted by v > 0) is a non-null vector with nonnegative
entries, and a nonnegative vector v (denoted by v ≥ 0) is a vector with nonnegative
entries. These notations and terminologies also apply to matrices.
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Proof. Suppose that there exists a vector v� 0 such that Av� 0. Now, regarding
Lemma 1.1.2, consider the Lyapunov function V (x) = vT p where p� 0 is solution of
the adjoint system described by ṗ = AT p. Its derivative along the trajectories of the
dual system is given by V̇ (x) = vT AT p = (Av)T p < 0 for all p� 0. Then AT is stable,
and so is A.
Now suppose that A is stable. As it is Metzler, the resolvent R(λ ,A) is positive for
every λ ≥ 0. In particular, R(0,A) =−A−1 is positive. Then for all τ� 0, v :=−A−1τ

is a positive vector such that Av� 0. 2

1.2 Positive stabilization by nonnegative input
As stated in the previous chapter, the positive stabilization problem is concerned with
existence conditions and the computation of a feedback matrix K that ensures both the
stability of the closed-loop system and the nonnegativity of the state at all time. One
obvious way to ensure the nonnegativity of the state trajectory of a positive system is
to choose any nonnegative initial condition and to force the input u to remain nonneg-
ative. However, one can show that it is impossible to positively stabilize an unstable
positive system with such an input.

1.2.1 A classic approach
Before stating the main result, let us recall the Perron-Frobenius theorem for Metzler
matrices (see e.g. (Arrow 1989, Theorem 4), (Horn and Johnson 1990, Theorem
8.4.4)):

Theorem 1.2.1 If A is a Metzler matrix, there exist a real number λ and a real vector
v > 0 such that Av = λv, hence λ is an eigenvalue of A, and for every eigenvalue µ of
A, Re(µ)≤ λ .

In other words, a Metzler matrix has a real dominant eigenvalue. Note that the
result in (Horn and Johnson 1990) is actually shown for nonnegative matrices. How-
ever, as stated in the previous section, a Metzler matrix is a nonnegative matrix with
a diagonal shift. It is easy to see that a diagonal shift just shifts the eigenvalues and
lets the eigenvectors unaffected. Indeed, consider a matrix A and its shifted matrix
Aγ = A+ γI with γ ∈ IR. We then have Aγ v = (λ + γ)v, which shows that the eigen-
values λ of A have been shifted from γ and the eigenvectors v are the same, and thus
the result is also valid for Metzler matrices.

In (De Leenheer and Aeyels 2001) it is stated without proof that, in view of (Saper-
stone 1973), if the dominant eigenvalue of A is in IR+ one cannot stabilize the system
with a nonnegative input. Then one can conclude that if a positive system is not al-
ready stable, it cannot be stabilized by use of a nonnegative input. For the sake of
self-containedness, let us briefly formulate and prove that assertion.
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Theorem 1.2.2 Let the positive linear system described by the equation ẋ = Ax+bu.
The system is (exponentially) positively stabilizable by a state feedback u = Kx such
that u ∈ IR+ if and only if it is already (exponentially) stable.

Proof. The sufficiency of the condition is trivial as it suffices to take K = 0, hence
u = 0. Now let us prove the necessity. Suppose that the system is unstable, then by
Theorem 1.2.1 the dominant eigenvalue λ of AT is in IR+, and there exists a positive
eigenvector v > 0 such that AT v = λv. Now let us define ρ = vT x and focus on the
unstable part of the system relative to λ . We then have

ρ̇ = vT ẋ

= vT Ax+ vT bu

= (AT v)T x+ vT bu

= λρ +(vT b)u

where vT b ≥ 0. If the system was positively stabilizable by a state feedback u = Kx
such that u ∈ IR+, then

ρ(t) = eλ t
ρ0 +

∫ t

0
eλ (t−τ)(vT b)u(τ)dτ

would not tend to zero as t tends to infinity, since λ , eλ t , ρ0, vT b and u are all nonneg-
ative, thus showing that the system cannot be positively stabilized in this way. 2

This result is actually intuitive: as the system is unstable, the state trajectory will
naturally not converge to zero. Adding a nonnegative input to the system would make
things even worse. This is something one has to take into accout when designing
positively stabilizing feedbacks, and that illustrates pretty well the fact that reconciling
stabilization and positivity is a matter of compromise.

1.2.2 Working on an extended system
As we showed the issue of considering a nonnegative input, we try another approach.
What we want to do now is to design an equivalent description of the system that
guarantees the nonnegativity of the original input while allowing the new input to be
without any sign restriction. Consider the system described by the equations{

ẋ = Ax+Bu
u̇ = v

where A is a Metzler matrix, B is a nonnegative matrix, u is the original input and v is
the new input. This leads to the positive extended system described by the equation

˙(
x
u

)
=

(
A B
0 0

)(
x
u

)
+

(
0
I

)
v
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that we will denote by ˙̃x = Ãx̃+ B̃v with initial condition

x̃0 =

(
x(0)
u(0)

)
=

(
x0

u0

)
≥ 0

and with state feedback control

v = K̃x̃

=
(

Kx Ku

)(x
u

)
= Kxx+Kuu

where the new input v has no sign restriction as it represents the variation of the nom-
inal input u, which allows us - maybe? - to get rid of the input nonnegativity problem.
The resulting closed-loop extended system is therefore described by the equation

˙(
x
u

)
=

(
A B
0 0

)(
x
u

)
+

(
0
I

)(
Kx Ku

)(x
u

)

=

(
A B
Kx Ku

)(
x
u

)
.

Note that if one considers a static feedback v = K̃x̃ for the extended system, it
actually corresponds to a dynamic feedback controller u̇ = Kuu+Kxx for the initial
system. The extended system is positively stabilizable if and only if there exists a
state feedback matrix K̃ = (Kx Ku) such that

1. the matrix

(
A B
Kx Ku

)
is Metzler, i.e. Ku is Metzler and Kx ≥ 0, and

2. the matrix

(
A B
Kx Ku

)
is exponentially stable.

We thus have to find K̃ such that both conditions are verified. However, it is
possible to show that there exists K̃ such that the second one is verified as long as the
initial system is stabilizable. Let us introduce the following result.

Theorem 1.2.3 The pair (A,B) is completely controllable (respectively stabilizable)
if and only if the pair (Ã, B̃) is completely controllable (respectively stabilizable).

Proof. Suppose that the pair (A,B) is completely controllable. Then rk(C ) = n,
where C is the controllability matrix which is defined by

C =
(

B AB A2B ... An−1B
)
.
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Computing the controllability matrix for the extended system, we obtain

C̃ =

(
0 B AB A2B · · · An−1B
I 0 0 0 · · · 0

)
which is full rank as C is full rank and so is the identity matrix. Now suppose that the
pair (Ã, B̃) is completely controllable. Then C̃ is full rank, and as the identity matrix
is also full rank, we can deduce that C is full rank.

The equivalence of the stabilizability of both the nominal and the extended sys-
tems is shown in a similar way. Suppose that the pair (A,B) is stabilizable. Then
rk(sI−A B) = n, for all s ∈ CI +. This implies that rk(sI−A −B) = n and thus

rk

(
sI−

(
A B
0 0

) (
0
I

))
= rk

((
sI−A −B

0 sI

) (
0
I

))
= m+n

as the matrix is block triangular which means its rank is equal to the sum of the diag-
onal block ranks. Now suppose that the pair (Ã, B̃) is stabilizable. Then

rk

((
sI−A −B

0 sI

) (
0
I

))
= m+n,

and as the second diagonal block is the identity matrix (m×m) which is full rank, we
can deduce that rk(sI−A −B) = n and thus rk(sI−A B) = n. 2

So, as a consequence the pair (Ã, B̃) should be exponentially stabilizable. Now,
(Boyd et al. 1994, Section 10.3) provides necessary and sufficient conditions for the
positive stabilizability of a positive system, using linear matrix inequalities (LMIs)
and a Lyapunov inequality. Let us adapt this result to the extended system, leading to
the following theorem.

Theorem 1.2.4 Consider a linear time-invariant system described by the equation
ẋ = Ax+Bu and its extended system described by ˙̃x = Ãx̃+ B̃v as defined above. The
extended system is positively stabilizable if and only if there exist a positive definite
block diagonal matrix

Q =

(
Q1 0
0 Q2

)
and a feedback matrix K̃ such that, with Y = (Y1 Y2) = K̃Q, the matrix(

Q1AT +AQ1 Y T
1 +BQ2

Q2BT +Y1 Y T
2 +Y2

)
is negative definite, Y1 is nonnegative and Y2 is Metzler.
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Proof. The extended system is positively stabilizable if and only if (see e.g. (Boyd
et al. 1994, Section 10.3)) there exist a positive definite diagonal matrix Q and a state
feedback matrix K̃ such that, with Y = K̃Q, (ÃQ+ B̃Y ) is a Metzler matrix and QÃT +
Y T B̃T + ÃQ+ B̃Y is negative definite. One easily sees that (ÃQ+ B̃Y ) is Metzler if
and only if the matrix(

A B
0 0

)
+

(
0
I

)(
Kx Ku

)
=

(
A B
Kx Ku

)

is Metzler, which means (as stated previously) that Kx has to be nonnegative and Ku
has to be Metzler. Moreover, as Y = K̃Q,

(Y1 Y2) = (Kx Ku)

(
Q1 0
0 Q2

)

and then {
Kx = Y1Q−1

1

Ku = Y2Q−1
2

which implies that Y1 has to be nonnegative and Y2 has to be Metzler. Now, we can
rewrite QÃT +Y T B̃T + ÃQ+ B̃Y as(

Q1 0
0 Q2

)(
AT 0
BT 0

)
+

(
Y T

1

Y T
2

)(
0 I

)
+

(
A B
0 0

)(
Q1 0
0 Q2

)
+

(
0
I

)(
Y1 Y2

)
which is equal to (

Q1AT +AQ1 Y T
1 +BQ2

Q2BT +Y1 Y T
2 +Y2

)
.

2

However, as this theorem provides a different and original approach, it obviously
does not circumvent the input nonnegativity problem as it is only an equivalent repre-
sentation of the nominal system. Indeed, it is stated that the matrix(

Q1AT +AQ1 Y T
1 +BQ2

Q2BT +Y1 Y T
2 +Y2

)

has to be negative definite in order to positively stabilize the extended system by means
of a feedback v = K̃x̃. However, it is known that every principal submatrix of a nega-
tive definite matrix is also negative definite (see e.g. (Horn and Johnson 1990, Obser-
vation 7.1.2)). This means that Q1AT +AQ1 has to be negative definite and thus that
the initial system should be already stable.
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1.3 Designing positively stabilizing feedbacks
The previous chapter gave us an important piece of information concerning the posi-
tive stabilization problem: one cannot positively stabilize a positive system by means
of a nonnegative input. Now, the goal of this chapter is to provide a systematic way
to parameterize all positively stabilizing state feedbacks for a positive LTI finite-
dimensional system, and we have a first indication of the structure of the feedback
matrix. Indeed, as we know that u = Kx with x positive, it is clear that K cannot be
a nonnegative matrix as the input u would also be nonnegative and the system would
not be stabilized.

Let us consider the positive system described by the equation ẋ = Ax+Bu where
the input u = Kx is a feedback controller, with A ∈ IRn×n a Metzler matrix, B ∈ IRn×m

a nonnegative matrix and K ∈ IRm×n the state feedback matrix. Regarding Proposition
1.1.3, the closed-loop system is positive and stable if

1. (A+BK) is a Metzler matrix, and

2. there exists a vector v� 0 such that (A+BK)v� 0.

These are simple algebraic conditions that one can model and solve in order to find
K. However, the second condition leads to a set of quadratic strict inequalities as both
v and K are unknown variables. Solving a set of quadratic inequalities is a feasible
problem but it is also far more complicated and demanding than solving a linear prob-
lem. One way to make the problem easier is to consider single-input systems only.
In that case, the structure of the matrix BK is simpler, though the quadratic property
of the problem still holds. To get rid of that issue, let us go further and consider a
particular class of systems so that we can provide the reader with a systematic way to
design the general expression of any positively stabilizing feedback. More precisely,
let us consider single-input positive LTI systems described by the equation ẋ=Ax+bu
where A∈ IRn×n is Metzler, and b∈ IRn is nonnegative and has only one non-null entry
(w.l.o.g., the first one). The particular structure of b is pretty common, notably when
applying the finite difference method to PDE systems with boundary control (see Sec-
tion 2.2).

The forthcoming theorem is analogous to (Ait Rami 2011, Theorem 3.1), though
the latter concerns multi-input single-output systems with output feedback while the
result described in this work concerns single-input multi-output systems with state
feedback. Let us first introduce the two following concepts, and a lemma that is known
as the Farkas-Minkowski-Weyl theorem. The latter and its proof come from (Schrijver
1998, Corollary 7.1a) and will be very useful in the results to come.

Definition 6 A cone C is polyhedral if C = {x | Ax≤ 0} for some matrix A.

Definition 7 The cone (finitely) generated by the vectors x1, ...,xn, that is denoted by
c{x1, ...,xn}, is the set {α1x1 + ...+αnxn | α1, ...,αn ≥ 0}, i.e. the smallest convex
cone containing x1, ...,xn. The interior of the cone generated by the vectors x1, ...,xn
will be denoted by c̊{x1, ...,xn}.
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Lemma 1.3.1 A convex cone is polyhedral if and only if it is finitely generated.

Proof. To prove sufficiency, let x1, ...,xm be vectors in IRn. We show that c{x1, ...,xm}
is polyhedral. We may assume that x1, ...,xm span IRn (see (Schrijver 1998, Corollary
7.1a)). Now consider all linear half-spaces H = {x | cx≤ 0} of IRn such that x1, ...,xm
belong to H and such that {x | cx = 0} is spanned by n− 1 linearly independent
vectors from {x1, ...,xm}. By (Schrijver 1998, Theorem 7.1), c{x1, ...,xm} is the inter-
section of these half-spaces. Since there are only finitely many such half-spaces, the
cone is polyhedral. To prove necessity, let C be a polyhedral cone that is defined by
C = {x | rT

1 x ≤ 0, ...,rT
mx ≤ 0} for certain column vectors r1, ...,rm. As each finitely

generated cone is polyhedral, there exist column vectors s1, ...,st such that

c{r1, ...,rm}= {x | sT
1 x≤ 0, ...,sT

t x≤ 0}. (1.3.1)

We show that C = c{s1, ...,st}, implying that C is finitely generated. Indeed, one can
see that c{s1, ...,st} ⊆C, as s1, ...,st ∈C, since sT

j ri ≤ 0 for i = 1, ...,m and j = 1, ..., t,
by (1.3.1). Now, suppose that w 6∈ c{s1, ...,st} for some w ∈ C. As c{s1, ...,st} is
polyhedral, there exists a vector y such that yT s1, ...,yT st ≤ 0 and yT w > 0. Hence by
(1.3.1), y ∈ c{r1, ...,rm}, and hence yT x≤ 0 for all x ∈C. This contradicts the fact that
w is in C and yT w > 0. 2

We can now state and prove the result concerning the parameterization of all pos-
itively stabilizing feedbacks, that we illustrate by a standard example in Section 2.2.

Theorem 1.3.2 Let a LTI positive system described by the equation ẋ=Ax+bu where
A is a Metzler matrix and b is a positive vector that has only its first entry different
from zero, i.e. b = b1e1 where b1 > 0. Then

1. the feedback matrix k = (k1 · · · kn) is positively stabilizing for the system if
and only if

k1 =
−a11v1− (a12 +b1k2)v2− ... − (a1n +b1kn)vn−ω

b1v1

and
ki ≥

−a1i

b1
i = 2, ...,n

where ω > 0 is a free parameter, and v ∈ IRn is strictly positive and solution of
the strict inequalities set

−a21v1− ... −a2nvn > 0,
...

−an1v1− ... −annvn > 0,

(1.3.2)

2. the set of solutions of (1.3.2) with the strict positivity constraint over v is given
by c̊{s1, ...,sr} where r ≤ 2n− 1 and the column vectors s1, ...,sr are such that
c{aT

2 , ...,a
T
n ,−e1, ...,−en} = {x | sT

1 x ≤ 0, ...,sT
r x ≤ 0} where ai denotes the ith

row of A and ei the ith vector of the canonical basis of IRn.
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Proof. 1. It is straightforward to show that any feedback matrix k as described above
positively stabilizes the system. Now let us consider a general feedback matrix k =

(k1 · · · kn) which yields the closed-loop matrix

A+bk =


a11 +b1k1 . . . a1n +b1kn

a21 . . . a2n
...

...
an1 . . . ann

 .

To ensure that positivity is maintained, this matrix has to be Metzler. This yields the
conditions

ki ≥
−a1i

b1
i = 2, ...,n

with k1 free. Regarding the stability property, let us consider Proposition 1.1.3: A+bk
is stable if and only if one can find a vector v� 0 such that (A+bk)v� 0. This leads
to the following set of strict inequalities

(a11 +b1k1)v1 + ... +(a1n +b1kn)vn < 0
a21v1 + ... +a2nvn < 0

...
an1v1 + ... +annvn < 0

v1 > 0
...

vn > 0

that we can rewrite in a more practical way as

−(a11 +b1k1)v1− ... − (a1n +b1kn)vn = ω

−a21v1− ... −a2nvn > 0
...

−an1v1− ... −annvn > 0
v1 > 0

...
vn > 0

where ω > 0 is a free parameter. As only the first equation depends on the entries of
k, we can express

k1 =
−a11v1− (a12 +b1k2)v2− ... − (a1n +b1kn)vn−ω

b1v1



22 CHAPTER 1. POSITIVE LINEAR TIME-INVARIANT FINITE-DIMENSIONAL SYSTEMS

with v any solution of the strict inequalities set above.

2. Now we establish the structure of v. The proof is based on Lemma 1.3.1. Con-
sider the strict inequalities set (1.3.2) with the positivity constraint over the compo-
nents of v, both with non-strict inequality signs, that is,

a21v1 + ... +a2nvn ≤ 0
...

an1v1 + ... +annvn ≤ 0
−v1 ≤ 0

...
−vn ≤ 0.

The set of solutions is S := {v | a2v≤ 0, ...,anv≤ 0,−eT
1 v≤ 0, ...,−eT

n v≤ 0}. As any
finitely generated cone is polyhedral, there exist column vectors s1, ...,sr such that

c{aT
2 , ...,a

T
n ,−e1, ...,−en}= {x | sT

1 x≤ 0, ...,sT
r x≤ 0}. (1.3.3)

This implies that, for j = 1, ...,r, ais j ≤ 0 for i = 2, ...,n and −eT
i s j ≤ 0 for i =

1, ...,n. Therefore, s1, ...,sr ∈ S and c{s1, ...,sr} ⊆ S. Now, let w ∈ S and suppose
that w 6∈ c{s1, ...,sr}. As c{s1, ...,sr} is polyhedral (see the proof of Lemma 1.3.1),
there exists a vector y such that yT s1 ≤ 0, ...,yT sr ≤ 0 and yT w > 0. By (1.3.3),
y ∈ c{aT

2 , ...,a
T
n ,−e1, ...,−en} and then yT v ≤ 0 for all v ∈ S. This contradicts the

facts that w ∈ S and yT w > 0. As c{s1, ...,sr} = S and as strict inequalities are con-
cerned, we take the interior of the cone generated by s1, ...,sr, which is c̊{s1, ...,sr}. 2

1.4 Invariant stabilization
In the previous sections we deal with positivity only, i.e. the invariance of the non-
negative orthant of the state space. However, one could ask for the invariance of a
different subset. This could happen if, for example, there is either a positive or nega-
tive tolerance threshold or margin on the state value. Systems involving temperatures
or speeds as state variables, among many other cases, fall within this category. The
goal of this chapter is to show how one can extend the positivity upholding results to
the invariance of a different subset.

1.4.1 Cone invariance
Consider the LTI system described by the equation

ẋ = Ax, (1.4.1)
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and let us introduce x̄� 0 a fixed state in IRn. Then we can define the cone

Cx̄ := {x ∈ IRn | xi ≥ x̄i, i = 1, ...,n}

which is actually a shifted cone as Cx̄ = IRn
+ + x̄. Choosing x̄ = 0 would bring us

back to positivity. Now let us state the following definition from (Beauthier 2011),
concerning the invariance of the cone we just defined.

Definition 8 The cone Cx̄ is said to be invariant with respect to system (1.4.1) if Cx̄ is
eAt -invariant, i.e.

∀t ≥ 0, eAtCx̄ ⊆Cx̄

or equivalently
∀t ≥ 0, ∀x0 ∈Cx̄, x(t) := eAtx0 ∈Cx̄.

Remark 3 One should note that any element y ∈ IRn in the cone Cx̄ can be written as

y =
n

∑
j=1

α j x̄ je j

with αi ≤ 1 for all i = 1, ...,n.

As in Section 1.1, one could consider a more geometric perspective and express
the invariance of a cone Cx̄ in the following way: if the initial state is in the cone Cx̄,
the state trajectory remains in the cone at all time (see Figure 1.2).

•

O

x0

x(t)

x̄

Figure 1.2: The state trajectory remaining in the cone Cx̄

For convenience, let us introduce the concept of Cx̄-invariance that will be used in
the forthcoming results in order to simplify the notations.

Definition 9 System (1.4.1) (its feedback form respectively) is said to be Cx̄-invariant
if the cone Cx̄ is invariant with respect to system (1.4.1) (its feedback form respec-
tively), i.e. if Cx̄ is eAt -invariant (e(A+BK)t -invariant respectively).
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So the stabilization problem is now concerned with existence conditions and the
computation of a feedback matrix K that leads to the stability of the closed-loop sys-
tem and to the invariance of the cone Cx̄. In order to solve this problem, let us introduce
a result from (Beauthier 2011) that derives from (Castelan and Hennet 1993, Proposi-
tion 1), and which provides a very useful piece of information concerning the invari-
ance of Cx̄. Before we state this result, we need the following lemma and its proof
which provides an interesting intuitive approach of the cone invariance problem, that
also come from (Beauthier 2011).

Lemma 1.4.1 If Cx̄ is invariant with respect to system (1.4.1), if for all t ≥ 0, x(t) =
eAtx0, where x0 is any initial state in Cx̄ and if there exists i ∈ {1, ...,n} such that
xi(t) = x̄i, then ẋi(t)≥ 0.

Proof. Suppose that for some x0 ≥ x̄, there exist at least one index i = 1, ...,n and
a time t ≥ 0 such that xi(t) = x̄i and ẋi(t) < 0. Now, by assumption, for all x0 ≥ x̄,
x(t) ≥ x̄ where x(t) is solution of system (1.4.1). In particular, xi(t) ≥ −x̄i for all
t ≥ 0. Moreover, ẋ(t) = Ax(t) = AeAtx0 = eAtAx0 for all t ≥ 0. Since the function
ẋi(·) is continuous on IR+, ẋi(t) < 0 implies that there exists t1 > t such that for all
τ ∈ [t, t1], ẋi(τ) < 0, that means xi(·) is strictly decreasing on [t, t1] with xi(t) = x̄i.
Therefore xi(t1) < xi(t) = x̄i for all τ ∈ [t, t1]. It follows that x(t1) 6∈Cx̄. On the other
hand, since x(t) ∈Cx̄ for all t ≥ 0, x(t1) = eA(t1−t)x(t) ∈Cx̄. This contradicts the fact
that x(t1) 6∈Cx̄. Thus ẋi(t)≥ 0. 2

Now we state and prove the result (see (Beauthier 2011, Theorem 1.1.5)). The
proof also provides an interesting approach and a better understanding of the forth-
coming results and remarks.

Theorem 1.4.2 The cone Cx̄ is invariant with respect to system (1.4.1) if and only if

A is a Metzler matrix (1.4.2)

and
Ax̄≥ 0. (1.4.3)

Proof. Since for all x0 ≥ x̄, x(t)≥ x̄ for all t ≥ 0, by Lemma 1.4.1,

ẋi(t) =
n

∑
j=1

ai jx j(t)≥ 0

for all i = 1, ...,n such that xi(t) = x̄i. First, let us consider x(0) = x0 := x̄ ∈ Cx̄.
It follows from Lemma 1.4.1 applied in t = 0 that for all i = 1, ...,n, ẋi(0) ≥ 0, or
equivalently ẋ(0) = Ax̄ ≥ 0, hence condition (1.4.3) holds. Now by Remark 3, let us
consider

x(0) =
n

∑
j=1

α j x̄ je j
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where αi = 1 and α j < 0 for some arbitrarily fixed i, j = 1, ...,n such that i 6= j, and
αk = 0 for all k 6= i, j. Then,

ẋi(0) = aiix̄i +ai jα j x̄ j ≥ 0

or equivalently

ai j ≥−
x̄i

x̄ j
aii

1
α j

with α j < 0 for j 6= i. Letting α j tend to −∞, it follows that ai j ≥ 0. Since i and j
were arbitrarily fixed, one can conclude that condition (1.4.2) holds. Now assume that
conditions (1.4.2) and (1.4.3) hold, i.e.

∀t ≥ 0, eAt ≥ 0 and Ax̄≥ 0.

Then, for all t ≥ 0,

eAt x̄ = x̄+
∫ t

0
eAτ Ax̄dτ,

where eAτ Ax̄≥ 0 for all τ ∈ [0, t]. Therefore, eAt x̄≥ x̄. Hence,

eAtx0 ≥ eAt x̄≥ x̄

for all t ≥ 0 and for every x0 ∈ IRn such that x0 ≥ x̄. One can then conclude that
x(t)≥ x̄. 2

This result actually provides implicit information on the matrix A. Indeed, condi-
tions (1.4.2) and (1.4.3) imply that for all i = 1, ...,n,

(Ax̄)i =
n

∑
j=1

ai j x̄ j = aiix̄i +
n

∑
j=1
j 6=i

ai j x̄ j ≥ 0

and then

aii ≤−
n

∑
j=1
j 6=i

ai j
x̄ j

x̄i
≤ 0

as ai j ≥ 0 for all j 6= i, and x̄i and x̄ j are negative. This leads to the conclusion that
aii ≤ 0 for all i = 1, ...,n, i.e. that the diagonal elements of the matrix A should be
nonpositive. This is a property one could already deduce from Remark 3, as consid-
ering x(0) = y with αi = 1 for some i ∈ {1, ...,n} and α j = 0 for all j 6= i, we obtain
ẋi(0) = aiix̄i ≥ 0 and then aii ≤ 0 for all i = 1, ...,n. Moreover, conditions (1.4.2) and
(1.4.3) can be seen as a weighted diagonal dominance condition on the matrix A. In-
deed, condition (1.4.2) implies that the off-diagonal elements of A are nonnegative,
and condition (1.4.3) implies that the matrix product of A by a strictly negative vector
should be nonnegative. Then

|aii| ≥
n

∑
j=1
j 6=i

ai j
x̄ j

x̄i
≥ 0
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for all i = 1, ...,n.

Now, regarding Section 1.3, one can easily deduce that the closed-loop system is
Cx̄-invariant and stable if

1. (A+BK) is a Metzler matrix,

2. (A+BK)x̄≥ 0, and

3. there exists a vector v� 0 such that (A+BK)v� 0.

There are two possible cases. First, the nominal system described by ẋ = Ax is not
Cx̄-invariant, i.e. there are no physical constraints to the system. One could ask the Cx̄-
invariance of the closed-loop system due to other kinds of restrictions (e.g. technical
or economical constraints). In that case, they might have to act on the whole domain
to ensure that all algebraic conditions are verified for the closed-loop system. In the
other case, the nominal system described by ẋ = Ax is already Cx̄-invariant. Then
the problem consists in stabilizing the system while preserving the Cx̄-invariance. To
adopt a similar approach as in Section 1.3, let us consider single-input positive LTI
systems described by the equation ẋ = Ax + bu where A is a Metzler matrix such
that Ax̄ ≥ 0, and b is nonnegative and has only one non-null entry (w.l.o.g., the first
one). Some of the algebraic conditions are then already satisfied, and we can state the
following result which can easily be deduced from Theorem 1.3.2.

Theorem 1.4.3 Let us consider a Cx̄-invariant LTI system described by the equation
ẋ = Ax+ bu where A is Metzler such that Ax̄ ≥ 0, and b is nonnegative and has only
its first entry different from zero. Then the feedback matrix k = (k1 · · · kn) is Cx̄-
invariably stabilizing for the system if and only if

k1 =
−a11v1− (a12 +b1k2)v2− ... − (a1n +b1kn)vn−ω

b1v1

such that

k1 ≤
−a11x̄1− (a12 +b1k2)x̄2− ... − (a1n +b1kn)x̄n

b1x̄1

and

ki ≥
−a1i

b1
i = 2, ...,n

where ω > 0 is a free parameter, and v ∈ IRn is strictly positive and solution of the
strict inequalities set (1.3.2), the set of solutions of which can be computed in the same
way as in Theorem 1.3.2.



1.4. INVARIANT STABILIZATION 27

1.4.2 Sector invariance
In this subsection, we introduce an additional constraint. Let us consider x̄� 0 and
x̃� 0, two fixed states in IRn, and let us define the cone

Cx̄ := {x ∈ IRn | xi ≥ x̄i, i = 1, ...,n}= IRn
++ x̄

as in the previous subsection, and a second cone

C−x̃ := {x ∈ IRn | xi ≤ x̃i, i = 1, ...,n}

which is also a shifted cone as C−x̃ = IRn
−+ x̃. We can then define

Sx̄,x̃ :=Cx̄∩C−x̃ = {x ∈ IRn | x̄i ≤ xi ≤ x̃i, i = 1, ...,n}

which is a subset we will refer to as a sector, as the state variables now have both
lower and upper bounds. The concepts of sector and polyhedral invariant sets can
be found in (Blanchini and Miani 2007, Sections 3.3 and 4.5) and are closely related
to this subsection contents, though in this work we develop our own way to solve
the invariance problem. The objective is similar to those of the positivity and cone
invariance problems: designing a feedback matrix K such that the closed-loop system
is stable and the state trajectories stay in the sector at all time. This leads to the
following definition.

Definition 10 The sector Sx̄,x̃ is said to be invariant with respect to system (1.4.1) if
Sx̄,x̃ is eAt -invariant, i.e.

∀t ≥ 0, eAtSx̄,x̃ ⊆ Sx̄,x̃

or equivalently
∀t ≥ 0, ∀x0 ∈ Sx̄,x̃, x(t) := eAtx0 ∈ Sx̄,x̃.

Ensuring the invariance of a sector could be seen as a Lyapunov stabilization prob-
lem, as we force the state to verify some given lower and upper bounds at all time.

Remark 4 Regarding Remark 3, one can easily see that any element y ∈ IRn in the
sector Sx̄,x̃ can be written as

y =
n

∑
j=1

α j x̄ je j

with x̃i
x̄i
≤ αi ≤ 1 for all i = 1, ...,n, or as

y =
n

∑
j=1

β j x̃ je j

with x̄i
x̃i
≤ βi ≤ 1 for all i = 1, ...,n.
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Obviously, one can express the invariance of a sector Sx̄,x̃ in the following way: if
the initial state is in the sector Sx̄,x̃, the state trajectory remains in the sector at all time
(see Figure 1.3). Note that one could consider upper bounds on certain state com-
ponents only, and the upcoming results would require little or no change at all. For
example, in Theorem 1.4.4 and Corollaries 1.4.5 and 1.4.6, one would only need to
consider the inequalities corresponding to the fixed (finite) components x̃i.

•

O

x0

x(t)

x̄

x̃

Figure 1.3: The state trajectory remaining in the sector Sx̄,x̃

For convenience, let us introduce the concept of Sx̄,x̃-invariance in the same way
as we did in Subsection 1.4.1 for the Cx̄-invariance.

Definition 11 System (1.4.1) (its feedback form respectively) is said to be Sx̄,x̃-invariant
if the sector Sx̄,x̃ is invariant with respect to system (1.4.1) (its feedback form respec-
tively), i.e. if Sx̄,x̃ is eAt -invariant (e(A+BK)t -invariant respectively).

In order to ensure the invariance of the sector, the state components derivatives
need to be nonnegative (respectively nonpositive) when a lower bound (respectively
an upper bound) is reached, i.e. for all i = 1, ...,n,{

ẋi ≥ 0 if xi = x̄i,

ẋi ≤ 0 if xi = x̃i.

or equivalently {
(A+BK)i x≥ 0 if xi = x̄i,

(A+BK)i x≤ 0 if xi = x̃i.

where (A+BK)i denotes the ith row of (A+BK). This leads to the following result.
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Theorem 1.4.4 The sector Sx̄,x̃ is invariant with respect to system (1.4.1) if and only
if

aiix̄i +
n

∑
j=1
j 6=i

ai jα j x̄ j ≥ 0

aiix̃i +
n

∑
j=1
j 6=i

ai jα j x̄ j ≤ 0

(1.4.4)

for all i, j ∈ {1, ...,n}, with α j ∈ [x̃ j/x̄ j,1].

Proof. First recall that, by Remark 4, x∈ Sx̄,x̃ if and only if xi =αix̄i, for all i= 1, ...,n,
where x̃i

x̄i
≤ αi ≤ 1. Suppose that Sx̄,x̃ is eAt -invariant. If xi(t) = x̄i for some t > 0, then

ẋi(t) = (Ax)i = aiix̄i +
n

∑
j=1
j 6=i

ai jα j x̄ j ≥ 0

and if xi(t) = x̃i for some t > 0, then

ẋi(t) = (Ax)i = aiix̃i +
n

∑
j=1
j 6=i

ai jα j x̄ j ≤ 0.

Now suppose condition (1.4.4) holds: as it is valid for any α j ∈ [x̃ j/x̄ j,1], the suffi-
ciency is trivially obtained. 2

Although this result provides a necessary and sufficient condition for the eAt -
invariance of the sector Sx̄,x̃, it is of little use in an application context as one would
have to consider an infinite uncountable number of different cases in order to design
the feedback matrix K for the closed-loop system. We then introduce the following
corollary.

Corollary 1.4.5 The sector Sx̄,x̃ is invariant with respect to system (1.4.1) if and only
if

aiix̄i +
n

∑
j=1
j 6=i

ai jα j x̄ j ≥ 0

aiix̃i +
n

∑
j=1
j 6=i

ai jα j x̄ j ≤ 0

(1.4.5)

for all i, j ∈ {1, ...,n}, with α j ∈ {x̃ j/x̄ j,1}.
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Proof. The necessity is obvious as it is a particular case of the conditions of Theorem
1.4.4. Now suppose condition (1.4.5) holds and Sx̄,x̃ is not eAt -invariant, i.e. there exist
t > 0 and i ∈ {1, ...,n} such that (w.l.o.g.) xi(t) = x̄i and ẋi(t)< 0. Then

ẋi(t) = aiix̄i +
n

∑
j=1
j 6=i

ai jα j x̄ j

= aiix̄i + ∑
j∈S+

ai jα j x̄ j + ∑
k∈S−

aikαkx̄k

< 0

where
S+ =

{
j ∈ {1, ...,n} | j 6= i, ai j ≥ 0

}
and

S− = {k ∈ {1, ...,n} | k 6= i, aik < 0} .
Now, as

∑
j∈S+

ai jα j x̄ j ≥ ∑
j∈S+

ai j x̄ j

and

∑
k∈S−

aikαkx̄k ≥ ∑
k∈S−

aik
x̃k

x̄k
x̄k = ∑

k∈S−

aikx̃k

we obtain

0≤ aiix̄i + ∑
j∈S+

ai j x̄ j + ∑
k∈S−

aikx̃k ≤ aiix̄i + ∑
j∈S+

ai jα j x̄ j + ∑
k∈S−

aikαkx̄k < 0

which is a contradiction. 2

In Corollary 1.4.5, the condition is refined: it is still necessary and sufficient, but
there is a finite number of conditions. It is then possible to implement them and try to
solve the problem in order to design a Sx̄,x̃-invariably stabilizing feedback. Finally, we
introduce a second corollary.

Corollary 1.4.6 The sector Sx̄,x̃ is invariant with respect to system (1.4.1) if and only
if

aiix̄i + ∑
j∈S+

ai j x̄ j + ∑
k∈S−

aikx̃k ≥ 0

aiix̃i + ∑
j∈S−

ai j x̄ j + ∑
k∈S+

aikx̃k ≤ 0
(1.4.6)

for all i, j ∈ {1, ...,n}, where

S+ =
{

j ∈ {1, ...,n} | j 6= i, ai j ≥ 0
}

and
S− =

{
j ∈ {1, ...,n} | j 6= i, ai j < 0

}
.
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Proof. The necessity is obvious as it is a particular case of Theorem 1.4.4 and Corol-
lary 1.4.5. The sufficiency is obvious regarding the proof of the sufficiency of Corol-
lary 1.4.5. 2

Corollary 1.4.6 provides an even more refined condition as it actually deals with
the few "worst" cases. However, the conditions imply that we need to know the sign
of the off-diagonal entries of the matrix A, making it obsolete if we wish to use the
conditions in order to design a feedback matrix for the closed-loop system.

Now let us focus on the stabilization part. One should note that, as the Metzler
property is not required anymore, it is not possible to use Proposition 1.1.3 as before.
We then have to consider another result to ensure the stability of the closed-loop sys-
tem. One possible and standard way to do so is to use a Lyapunov inequality as we
did in Subsection 1.2.2 (see e.g. (Boyd et al. 1994)). The result is as follows.

Theorem 1.4.7 Let a LTI system be described by the equation ẋ = Ax+Bu. A feed-
back matrix K is stabilizing for the system if and only if there exists a positive definite
matrix Q such that Q(A+BK)T +(A+BK)Q is negative definite.

As both Q and K are unknowns, this problem is nonlinear. One could then use the
change of variables Y = KQ so that the problem becomes finding Q positive definite
and Y such that QAT +Y T BT +AQ+BY is negative definite. The problem is then
linear, and one can compute the feedback matrix afterwards by K =Y Q−1 (Q is always
invertible as it is positive definite). However, the change of variables makes the Sx̄,x̃-
invariance conditions nonlinear. It is still possible to gather the two parts and to state
the following theorem which is a direct consequence of the previous results.

Theorem 1.4.8 Let a LTI system described by the equation ẋ = Ax+Bu, and let X ∈
IRn×2n

the matrix which columns are all the possible vectors such that Xi j = x̄i or
Xi j = x̃i, with j = 1, ...,2n. A feedback matrix K is Sx̄,x̃-invariably stabilizing for the
system if and only if there exist a positive definite matrix Q, a matrix Y and a parameter
matrix W ∈ IRn×2n

such that

1. QAT +Y T BT +AQ+BY is negative definite,

2. (AQ+BY )i,·W·, j

{
≥ 0 if w j ≤ 0
≤ 0 if w j ≥ 0

3. QW·, j = X·, j,

4. sgn(Wi, j) = sgn(Xi, j),

for all i = 1, ...,n, for all j = 1, ...,2n, where Ai,· and A·, j denote the ith row and the jth

column of the matrix A, respectively.

However, this method is numerically very costly, as illustrated in Subsection 3.2.3,
and should be applied to low-dimensional systems only.
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1.4.3 Lyapunov level sets
In Subsections 1.4.1 and 1.4.2, the feedback matrices were designed to ensure both the
invariance and the stability at the same time for the closed-loop system, for all initial
conditions in the cone or sector. Depending on the nominal system and the discretized
model, this condition could appear to be too strong (as illustrated in Section 3.2) and
one could wish to weaken it. In this section, it is shown how to design a stabilizing
feedback and then to compute a set of initial conditions that ensure that the state re-
mains in a given cone or sector.

Consider a LTI stable system described by the equation ẋ = Ax. As it is stable, we
know that there exists a positive definite symmetric matrix P such that AT P+PA is a
negative definite matrix (see e.g. (Haddad et al. 2010, Theorem 2.12)). Let us define
the Lyapunov function V such that V (x) := xT Px. Obviously, V (x)≥ 0 for all x, and

V̇ (x) = ẋT Px+ xT Pẋ

= (Ax)T Px+ xT PAx

= xT (AT P+PA)x

< 0.

We can then introduce the Lyapunov level sets which are the subsets defined by

V (x) = xT Px = r

with r ∈ IR+. Considering the expression of V (x), and supposing that P is fixed, one
can easily see that these subsets are actually ellipsoids that share the origin as their
center. The concept of ellipsoidal invariant sets with Lyapunov functions has been
approached in (Blanchini and Miani 2007, Section 4.4), though not in the same way
nor for the same objective. Now by definition of the Lyapunov function, we know that
for a stable system the state trajectory (strictly) decreases along the Lyapunov function
level sets. This means that if we start with an initial condition that is on or inside a
given level set, the state trajectory will remain inside it. If we consider x̄� 0 a fixed
state in IRn, and the cone

Cx̄ := {x ∈ IRn | xi ≥ x̄i, i = 1, ...,n}

as in Subsection 1.4.1, the problem becomes finding the largest r ∈ IR+ such that
the corresponding Lyapunov level set is included in the cone, i.e. finding the largest
r ∈ IR+ such that V (x0) = r implies that x(t) ∈Cx̄ for all t > 0. Obviously, such a r
should lie between zero and V (x̄). Moreover, by geometric intuition one can deduce
that the level set corresponding to the largest r should be tangent to one of the n hy-
perplanes defining the cone (see Figure 1.4).

Remark 5 In (Boyd et al. 1994, Section 3.7) it is explained how to approximate a
subset by an ellipsoid, notably how to find the ellipsoid of smallest volume that con-
tains a polytope described by a set of linear inequalities. Though we actually want
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the ellipsoid to be inside the polytope, this could be a starting point for a new design
method.

•

O

x0

x(t)

x̄

Figure 1.4: The state trajectory remaining in the level set

One way to bring a solution to the problem is to choose

r := min
i∈{1,...,n}

{ri}

where ri is such that the ellipsoid corresponding to V (x) = ri is tangent to the ith

hyperplane. However, solving n systems of equations of the type{
xT Px = ri

xi = x̄i
(1.4.7)

with i ∈ {1, ...,n} fixed would be very costly. To make the problem much simpler, one
could recall that the intersection of an ellipsoid and an hyperplane is still an ellipsoid
(of smaller dimension). We could then find a condition so that the intersection is
degenerate into a single point. In order to do so, let us state the following lemma (see
e.g. (Lasley 1957)).

Lemma 1.4.9 An ellipsoid defined by the equation

ax2 +2bxy+ cy2 +2dx+2ey+ f = 0

is degenerate if and only if its discriminant

∆ = det

a b d
b c e
d e f


is equal to zero.
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This result can be generalized to n-dimensional ellipsoids, and leads to the follow-
ing theorem.

Theorem 1.4.10 Let a LTI stable system be described by the equation ẋ = Ax and
let the cone Cx̄ := {x ∈ IRn | xi ≥ x̄i, i = 1, ...,n} where x̄� 0 is a fixed state in IRn.
The state trajectory x(t) = eAtx0 remains in Cx̄ at all time if the initial state x0 is such
that xT

0 Px0 ≤ r where P is a positive definite symmetric matrix such that AT P+PA is
negative definite and

r = min
i∈{1,...,n}

{
det(P)x̄2

i

det(P[i])

}
where P[i] is the matrix P with the ith column and the ith row removed.

Proof. Regarding system (1.4.7) which provides the equation of the ith subellipsoid
(i.e. the intersection between the level set and the ith hyperplane), one can see that the
discriminant of the latter is the determinant of the matrix

Q =



P1,1 . . . P1,i−1 P1,i+1 . . . P1,n P1,ix̄i
...

...
...

...
...

Pi−1,1 . . . Pi−1,i−1 Pi−1,i+1 . . . Pi−1,n Pi−1,ix̄i

Pi+1,1 . . . Pi+1,i−1 Pi+1,i+1 . . . Pi+1,n Pi+1,ix̄i
...

...
...

...
...

Pn,1 . . . Pn,i−1 Pn,i+1 . . . Pn,n Pn,ix̄i

Pi,1x̄i . . . Pi,i−1x̄i Pi,i+1x̄i . . . Pi,nx̄i Pi,ix̄2
i − ri


that we can rewrite as

Q =

(
P[i] Pj 6=i,ix̄i

Pi, j 6=ix̄i Piix̄2
i − r

)
where we recall that P[i] is the matrix P with the ith column and the ith row removed,
and Pj 6=i,i and Pi, j 6=i are respectively the ith column and the ith row of P without their ith

component. By the generalization of Lemma 1.4.9, to ensure that the ith subellipsoid
is degenerate and thus that the level set is tangent to the ith hyperplane, the condition

det(Q) = 0 (1.4.8)

has to be verified. Computing the determinant of Q by the cofactor (or Laplace) ex-
pansion, one can see that condition (1.4.8) is verified if and only if

ri =
det(P)x̄2

i

det(P[i])

and as we want the ellipsoid
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1. to be tangent to (at least) one hyperplane, and

2. not to be secant with any other hyperplane,

we choose

r = min
i∈{1,...,n}

{
det(P)x̄2

i

det(P[i])

}
.

2

(a) Maximal 3D Lyapunov level set
(XYZ view)

(b) Maximal 3D Lyapunov level set
(XZ view)

(c) Maximal 3D Lyapunov level set
(YZ view)

(d) Maximal 3D Lyapunov level set
(XY view)

Figure 1.5: Maximal Lyapunov level set (3D example)
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This result allows a fast and easy computation of the maximal Lyapunov level set.
Figures 1.5a, 1.5b, 1.5c and 1.5d illustrate the result via a simple three-dimensional
example.

Note that the algorithm is numerically efficient as the number of calculations in-
creases linearly with the system dimension. The determinant computation will obvi-
ously be more costly as the dimension increases, but the algorithm is still very efficient
and low cost even for higher values of n. Also note that P could be used as a parameter
to tune the shape of the level sets, so that they fit the cone or sector better. Thereby,
one could hope to improve the design of the initial conditions set.



Chapter 2

Positive linear time-invariant
PDE systems

2.1 Positive stabilization of a positive system by non-
negative input

In Section 1.2 we showed the issue of considering a nonnegative input when trying
to positively stabilize a finite-dimensional unstable system, and the conclusion was
pretty much unequivocal. This property naturally extends to infinite-dimensional un-
stable systems. In (Achhab and Winkin 2014), it is stated that in order to guarantee
that the closed-loop dynamics are nonnegative, the control law is designed such that
the resulting input trajectory is nonnegative. As expected, the stabilization problem
is then unfeasible. This has been corrected in (Achhab and Winkin 2017) where the
input is allowed to be negative but has a lower bound, such that the resulting input
trajectory remains in an affine cone.

In order to prove the extension of the result to infinite-dimensional systems, one
would naturally turn to a generalization of the Perron-Frobenius theorem (see The-
orem 1.2.1). This generalization is known as the Krein-Rutman theorem (see e.g.
(Krein and Rutman 1948)) and is stated below.

Theorem 2.1.1 Let X be a Banach space, K ⊂ X a solid cone (i.e. K̊ 6= /0), S : X → X
a compact linear operator which is strongly positive (i.e. S(K0)⊆ K̊). Then

1. r(S)> 0, and r(S) is a simple eigenvalue with an eigenvector v ∈ K0, and there
is no other eigenvalue with a positive eigenvector;

2. |λ |< r(S) for all eigenvalues λ 6= r(S).

However, as we are mainly working on L2(a,b), the interior of the cone is actually
empty and we cannot apply the theorem. Moreover, we need the result for the gen-
erator of a positive C0-semigroup, and such an operator is usually not bounded and

37
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certainly not compact. Some additional hypotheses are then needed in order to prove
the extension of Theorem 1.2.2, which is stated below.

Theorem 2.1.2 Let the positive linear system described by the equation ẋ = Ax+bu,
where A is a Riesz-spectral operator and the generator of a positive C0−semigroup
(T (t))t≥0 on L2(z1,z2), and b is a nonnegative vector. Assume that the spectral bound
s(A) > −∞ is an eigenvalue associated with a positive eigenvector. The system is
(exponentially) positively stabilizable by a state feedback u = Kx such that u ∈ IR+ if
and only if it is already (exponentially) stable.

Proof. The sufficiency of the condition is trivial as it suffices to take K = 0, hence
u = 0. Now let us prove the necessity. Suppose that the system is unstable, then the
growth bound ω0(T ) is positive. As s(A) > −∞, it is such that s(A) ∈ σ(A) (see e.g.
(Banasiak and Arlotti 2006, Theorem 3.34)) and it is equal to the growth bound ω0(T )
(see e.g. (Banasiak and Arlotti 2006, Theorem 3.37)). Then s(A) is the dominant
eigenvalue λ1 of the adjoint operator A∗, and by assumption there exists a positive
eigenfunction ψ1 such that A∗ψ1 = λ1ψ1. Now let us express the state trajectory in
the eigenfunctions basis, that is

T (t)x0 =
∞

∑
i=1

eλit〈ψi,x0〉ϕi

for all x0 in the state space. As the eigenfunctions bases are biorthonormal, we know
that 〈ψi,ϕ j〉= δi j for all i, j ∈ IN, and then we can define ρ = 〈ψ1,x〉 and focus on the
unstable part of the system relative to λ1. We then have

ρ̇ = 〈ψ1, ẋ〉
= 〈ψ1,Ax〉+ 〈ψ1,bu〉
= 〈A∗ψ1,x〉+ 〈ψ1,bu〉
= λ1ρ + 〈ψ1,b〉u

where 〈ψ1,b〉 ≥ 0. If the system was positively stabilizable by a state feedback u = Kx
such that u ∈ IR+, then

ρ(t) = eλ1t
ρ0 +

∫ t

0
eλ1(t−τ)〈ψ1,b〉u(τ)dτ

would not tend to zero as t tends to infinity, since λ1, eλ1t , ρ0, 〈ψ1,b〉 and u are all
nonnegative, and b is bounded, thus showing that the system cannot be positively
stabilized in this way. 2

However, one can still positively stabilize an unstable system with a nonnegative
input, in a certain sense. In (Emirsjlow and Townley 2000) it is explained how one can
rewrite a system with boundary control in the boundary conditions as an equivalent
model with homogeneous boundary conditions and where the boundary control acts in
the dynamics. Two standard examples are given: the Heat equation, which is studied



2.2. APPLICATION: THE PURE DIFFUSION SYSTEM 39

in Section 2.2, and the Wave equation. The whole process is a bit long and technical,
even for standard examples, and is therefore not detailed in this work. We highly en-
courage the reader to check (Emirsjlow and Townley 2000) for a deeper understanding
of the process. Let us simply notify that it includes the computation of two new state
spaces, one of them being such that the control operator is bounded (see Subsection
2.3.3), as well as the use of an orthonormal basis of eigenfunctions, the main idea
of the process being to split up the solution of the nominal system (where the input
acts in the boundary conditions) into a sum of two terms, one of which is a particular
solution corresponding to a zero initial condition, that will absorb the control.

Now, as one might expect, it appears the input changes when considering the
boundary control in the dynamics, which means a nonnegative boundary control in
the boundary conditions could become a nonpositive control in the dynamics. So, a
nonnegative input could actually lead to the positive stabilization of an unstable sys-
tem, depending on which model we are working with. Even more: in some cases, the
nonnegativity of the input (acting in the boundary conditions) is actually needed as
there is only a change of sign (with intervention of a Dirac delta distribution) when
considering the input in the dynamics. This is illustrated in Section 2.2.

2.2 Application: the pure diffusion system

2.2.1 Modeling
Consider a standard example of unstable positive distributed parameters system: the
pure diffusion system described by the partial differential equation

∂x
∂ t

= Da
∂ 2x
∂ z2 (2.2.1)

with Neumann boundary conditions{
∂x
∂ z (0, t) = v(t)
∂x
∂ z (L, t) = 0

(2.2.2)

where v is the input, Da is the diffusion parameter and L is the domain length. Note
that v representing the variation of the state at z = 0, it has no sign restriction. By
(Emirsjlow and Townley 2000, Example 2.1) this boundary control system is equiva-
lent to the system described by the PDE

∂x
∂ t

= Da
∂ 2x
∂ z2 +δ0u(t) (2.2.3)

with the Dirac delta distribution as control operator and with homogeneous Neumann
boundary conditions {

∂x
∂ z (0, t) = 0
∂x
∂ z (L, t) = 0

(2.2.4)
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where the new input u is such that u(t) =−v(t) for all t ≥ 0. This is actually intuitive
as the control acting in the boundary conditions (2.2.2) represents a heat flux going
through the surface of the domain entrance, which is reduced to a single point as
we are working with a unidimensional model (see e.g. (Vande Wouwer, Saucez and
Fernández 2014, Subsection 6.1.3)). If v(t) is positive, for example, it means that the
state value (e.g. the heat) is higher inside the domain than outside it, thus resulting in
a negative input u(t) in the dynamics.

Remark 6 When considering the PDE (2.2.1) with boundary conditions (2.2.2) and
feedback boundary control v(t) = κx(0, t) with κ ∈ IR0,+, the input v is nonnegative.
However, when switching to the abstract state equation (2.2.3)-(2.2.4) with input op-
erator as shown in (Emirsjlow and Townley 2000), the sign of the input changes, as
u(t) = −v(t). The input becomes nonpositive, thus avoiding the issue alluded to in
Section 1.2, as explained in the previous section.

Remark 7 System (2.2.3)-(2.2.4) is a Riesz-spectral system that actually verifies the
hypotheses of Theorem 2.1.2 as long as we consider an approximate Dirac delta dis-
tribution as the control operator, or if we work in an extended space as in Subsection
2.3.3.

Let us discretize system (2.2.3)-(2.2.4) by the finite difference method, considering
n discretization points zi, i = 1, ...,n, with z1 = 0, zn = L and ∆z = L/(n− 1) the
discretization step. At z1 we obtain

ẋ(z1, t) = Da
∂ 2x
∂ z2 (0, t)

= Da
∂

∂ z
∂x
∂ z

(0, t)

' Da

∂x
∂ z (0, t)−

∂x
∂ z (−∆z, t)

∆z

' Da

∆z
x(∆z, t)− x(0, t)

∆z

=
Da

∆z2 (x(∆z, t)− x(0, t))

as ∂x
∂ z (−∆z, t) = 0. Using central differences at zi, i = 2, ...,n−1, leads to

ẋ(zi, t) = Da
∂ 2x
∂ z2 (zi, t)

' Da
x(zi +∆z, t)−2x(zi, t)+ x(zi−∆z, t)

∆z2

=
Da

∆z2 x(zi−∆z, t)−2
Da

∆z2 x(zi, t)+
Da

∆z2 x(zi +∆z, t).
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Finally, at zn we have

ẋ(zn, t) = Da
∂ 2x
∂ z2 (L, t)

= Da
∂

∂ z
∂x
∂ z

(L, t)

' Da

∂x
∂ z (L+∆z, t)− ∂x

∂ z (L, t)

∆z

' Da

∆z
−x(L, t)+ x(L−∆z, t)

∆z

=
Da

∆z2 (x(L−∆z, t)− x(L, t))

as ∂x
∂ z (L+∆z, t) = 0. Subsection 2.3.3 shows the convergence of ∆z−1, considered as

a piecewise constant function, to the Dirac delta function. This leads to the finite-
dimensional system described by the equation

ẋ(n) = A(n)x(n)+b(n)u (2.2.5)

where

A(n) =



−p2 p2 0 · · · 0

p2 −2p2 p2
...

0
. . . . . . . . . 0

... p2 −2p2 p2

0 · · · 0 p2 −p2


∈ IRn×n, (2.2.6)

b(n) =
(

p1 0 · · · 0
)T
∈ IRn, (2.2.7)

x(n) =
(

x(z1) · · · x(zn)
)T
∈ IRn

and
p1 =

1
∆z

p2 =
Da

∆z2 .

Remark 8 Initially, another discretization method was considered. The idea is to
approximate the state by a finite series

x∗(z, t) :=
n

∑
i=1

x(zi, t)Bn,i(z)
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where the zi are the interpolation points and the Bn,i(·) are the bases such that the ith

basis, corresponding to the ith interpolation point, is equal to one at zi and is equal to
zero at the other interpolation points, i.e.{

Bn,i(zi) = 1
Bn, j(zi) = 0 i 6= j.

It is then possible to provide conditions on the bases (and their space derivatives)
to ensure that the discretized operators A(n) and b(n) are Metzler and nonnegative
respectively, leading to the positivity of the system. A possibility is to consider the Bn, j
as polynomials, so that

Bn, j =
dn, j

∑
k=0

bn, j,kzk,

and the conditions become easier. Increasing the order of the polynomials then allows
to ensure the existence of a solution and a better efficiency of the discretization. How-
ever, it appears the finite difference method is leading to a simpler, more manipulable
discretized system. As the performance of this method has been proved for a long time,
it is chosen over other methods to compute finite-dimensional approximation models
and to perform numerical simulations.

Some other finite difference schemes have been considered, though this one has
been chosen as it leads to a discretized model that has the desired properties corre-
sponding to the nominal PDE system. Clearly, the finite-dimensional system (2.2.5) is
positive as A(n) is Metzler and b(n) is nonnegative. Moreover, the infinite-dimensional
system (2.2.1)-(2.2.2) is not exponentially stable (see e.g. (Curtain and Zwart 1995),
(Abouzaid et al. 2010)) as zero is in the spectrum of its generator

A = Da
d2

dz2

with domain

D(A) =
{

x ∈ H = L2(0,L) | x, dx
dz
∈ H are a.c.,

d2x
dz2 ∈ H,

dx
dz

(0) = 0,
dx
dz

(L) = 0
}

where the acronym "a.c." means "absolutely continuous", that is, for every positive
number ε , there is a positive number δ such that whenever a finite sequence of pair-
wise disjoint subintervals [ak,bk] of [0,L] with ak,bk ∈ [0,L] satisfies

∞

∑
k=1

(bk−ak)< δ ,

then
∞

∑
k=1
|x(bk)− x(ak)|< ε and

∞

∑
k=1

∣∣∣∣dx
dz

(bk)−
dx
dz

(ak)

∣∣∣∣< ε
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(see e.g. (Bruckner, Bruckner and Thomson 1997, Definition 5.25)). Equivalently,
a function F on [a,b] is absolutely continuous if and only if there exists a function
f ∈ L1(a,b) such that F(x) = F(a) +

∫ x
a f (t)dt for all x ∈ [a,b], i.e. an absolutely

continuous function is a function for which the fundamental theorem of calculus is
valid. Discretizing the system will perturb the spectrum though one easily sees that
the finite-dimensional system is not exponentially stable as zero is still in the spectrum
of A(n). Indeed, we can see that A(n) has row entries that sum to zero. This implies the
last column of A(n) is a linear combination of the other ones and then A(n) is not full
rank, which also means the determinant is null, and then zero is eigenvalue of A(n).
Also note that all eigenvalues are real, A(n) being symmetric. It is illustrated by Figure
2.1, that shows the discretized system eigenvalues for n = 10.

Figures 2.2 and 2.3 show the behavior of the discretized system spectrum, for
n = 10 and n = 100 respectively, compared to the nominal system eigenvalues. Note
that in Figure 2.3, we choose to show the first ten eigenvalues only to increase clarity
and to allow a better comparison with Figure 2.2. It clearly appears that increasing
the number of discretization points naturally leads to a more consistent spectrum,
regarding that of the nominal system.

-300 -250 -200 -150 -100 -50 0

Figure 2.1: Discretized diffusion system eigenvalues (n = 10)
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-800 -700 -600 -500 -400 -300 -200 -100 0

Discretized system
Nominal system

Figure 2.2: Discretized vs. nominal diffusion system eigenvalues (n = 10)

-800 -700 -600 -500 -400 -300 -200 -100 0

Discretized system
Nominal system

Figure 2.3: Discretized vs. nominal diffusion system eigenvalues (n = 100)
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2.2.2 Feedback design
Our goal is thus to provide a parameterization of all positively stabilizing feedbacks
for this discretized model. It appears that the system falls in the particular class we
described in Theorem 1.3.2. This leads to the following result.

Theorem 2.2.1 A feedback matrix k =
(

k1 · · · kn

)
is positively stabilizing for the

discretized pure diffusion system (2.2.5) if and only if it is such that

k1 =
Dav1−Dav2− k2v2∆z− ... − knvn∆z−∆z2ω

v1∆z
,

k2 ≥
−Da

∆z
and

ki ≥ 0 i = 3, ...,n

with ω > 0 (free parameter) and such that v is a strictly positive solution of the strict
inequalities set

−v1 +2v2− v3 > 0
...

−vn−2 +2vn−1− vn > 0
−vn−1 + vn > 0.

(2.2.8)

In addition, a vector v� 0 is solution of (2.2.8) if and only if it is given by one of the
three following equivalent parameterizations:

1. α-parameterization: vn = αn and

vn−i = αn−
i

∑
j=1

(i− j+1)αn− j i = 1, ...,n−1

with αi > 0 for i = 1, ...,n, and such that

αn >
n−1

∑
j=1

j α j

2. β -parameterization: vn = βn and

vn−i = βn−
i

∑
j=1

βn− j i = 1, ...,n−1

with βi > 0 for i = 1, ...,n, and such that

βi+1 < βi i = 1, ...,n−2

and

βn >
n−1

∑
j=1

β j
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3. γ-parameterization: with γi > 0, i = 1, ...,n,

v =
n

∑
i=1

γisi

and the column vectors s1, ...,sn form the matrix

1 0 0 . . . 0
... 1 1 . . . 1
...

... 2 . . . 2
...

...
...

. . .
...

1 1 2 . . . n−1


.

Proof. The first part of the result is a direct consequence of Theorem 1.3.2 and is
therefore trivially obtained. Let us show the validity and the equivalence of the three
parameterizations.

1. Parameterization by gap variables. Let us rewrite the strict inequalities set
(2.2.8) as

−v1 +2v2− v3 = α1
...

−vn−2 +2vn−1− vn = αn−2

−vn−1 + vn = αn−1

with α j > 0 for j = 1, ...,n−1. Arbitrarily setting vn = αn > 0, we can express
vn−1 = αn−αn−1 by means of the last equation. Following the same reasoning
for all the other equations, we deduce that

vn−i = αn−
i

∑
j=1

(i− j+1)αn− j i = 1, ...,n−1

and one can see by the definition of v1 that v is a strictly positive vector if and
only if

αn >
n−1

∑
j=1

j α j.

2. Parameterization by finite difference. Let us define the gap variables

βi := vi+1− vi i = 1, ...,n−1

and arbitrarily set vn = βn > 0. Then we can rewrite the strict inequalities set
(2.2.8) as

β1−β2 > 0
...

βn−2−βn−1 > 0
βn−1 > 0
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and thus βi+1 < βi for i = 1, ...,n− 2, with βi > 0 for i = 1, ...,n. Moreover,
by the definitions of vn and βi, and by the last strict inequality, we know that
vn−1 = βn−βn−1. By recurrence

vn−i = βn−
i

∑
j=1

βn− j i = 1, ...,n−1

and one easily sees by the definition of v1 that v is a strictly positive vector if
and only if

βn >
n−1

∑
j=1

β j.

3. Parameterization by polyhedral cone vectors. Following the steps of the proof of
Lemma 1.3.1, we compute c{aT

2 , ...,a
T
n ,−e1, ...,−en} and obtain the generating

vector

l =



λ2−λn+1

−2λ2 +λ3−λn+2

λ2−2λ3 +λ4−λn+3
...

λn−2−2λn−1 +λn−λ2n−1

λn−1−λn−λ2n


for all λi ≥ 0, i = 2, ...,2n. It is easy to see that sT

i l ≤ 0 for all i = 1, ...,n, and
thus a set of solutions of (2.2.8) is given by S = c̊{s1, ...,sr}. The strict positivity
of the γi, i = 1, ...,n, and the exhaustivity of the set S are deduced from the
equivalence of the parameterizations, which is shown just after by means of a
circular proof.

First we show that the α-parameterization implies the β -parameterization. Con-
sider the set of equations

−v1 +2v2− v3 = α1
...

−vn−2 +2vn−1− vn = αn−2

−vn−1 + vn = αn−1.

with α j > 0, j = 1, ...,n−1. By setting βi := vi+1−vi for i = 1, ...,n−1, we have that

β1−β2 = α1
...

βn−2−βn−1 = αn−2

βn−1 = αn−1
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which implies that βi+1 < βi for i = 1, ...,n−2, and βi > 0 for i = 1, ...,n−1. More-
over,

vn = βn = αn >
n−1

∑
j=1

j α j =
n−1

∑
j=1

β j

and

vn−i = αn−
i

∑
j=1

(i− j+1)αn− j

= βn−
i

∑
j=1

βn− j

for i = 1, ...,n−1.

Now, let us show that the β -parameterization implies the γ-parameterization. In-
deed, by setting

γ1 := βn−
n−1

∑
j=1

β j,

γi := βi−1−βi i = 2, ...,n−1

and
γn := βn−1

we have that γi > 0 for i = 1, ...,n. Moreover,

vn = βn = γ1 +
n−1

∑
j=1

β j = γ1 +
n−1

∑
j=1

j γ j+1 =
n

∑
j=1

γ js jn

and

vn−i = βn−
i

∑
j=1

βn− j

= γ1 +
n−1

∑
j=1

j γ j+1−
i

∑
j=1

j

∑
k=1

γn+1−k

=
n

∑
j=1

γ js jn−i

for i = 1, ...,n−1.

Finally we show that the γ-parameterization implies the α-parameterization. As

v =
n

∑
i=1

γisi
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we have that
−v1 +2v2− v3 = γ2

...
−vn−2 +2vn−1− vn = γn−1

−vn−1 + vn = γn

and thus we set α j := γ j+1 > 0 for j = 1, ...,n−1. Moreover, we know that

αn = vn = γ1 +
n−1

∑
j=1

j γ j+1 > 0

which implies that

αn−
n−1

∑
j=1

j α j = γ1 > 0.

Finally we have

vn−i = γ1 +
n−1

∑
j=1

j γ j+1−
i

∑
j=1

j

∑
k=1

γn+1−k

= αn−
n−1

∑
j=1

j α j +
n−1

∑
j=1

j α j−
i

∑
j=1

j

∑
k=1

αn−k

= αn−
i

∑
j=1

(i− j+1)αn− j

and the equivalence is proved. 2

Remark 9 Each of the parameterizations has its advantages. The α-parameterization
provides an intuitive approach of the problem, the β -parameterization provides an
important piece of information concerning the structure of the vector v (a strictly
increasing vector for which the gap between two successive components is strictly
smaller than the previous one) and the γ-parameterization provides a simple and con-
venient expression of v.

We can thus fully parameterize k1 and easily compute all positively stabilizing
feedbacks for the discretized pure diffusion system. Note that there might be (many)
more ways to parameterize the positively stabilizing feedbacks for the pure diffusion
system. One of them is to consider the affine form of the Farkas lemma (see e.g.
(Schrijver 1998, Corollary 7.1h), (Vivien 2002, Theorem 1)).

Lemma 2.2.2 Let D be a non-empty polyhedron defined by n affine inequalities or
faces

akx+bk ≥ 0 k = 1, ...,n,
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then an affine form ψ is nonnegative everywhere in D if and only if it is a nonnegative
linear combination of the faces

ψ(x)≡ λ0 +
n

∑
k=1

λk(akx+bk) λ0, ...,λn ≥ 0.

This result can be used if we adapt our problem, and leads to the following theo-
rem.

Theorem 2.2.3 A feedback matrix k =
(

k1 · · · kn

)
is positively stabilizing for the

discretized pure diffusion system (2.2.5) if and only if it is such that

k1 =
Dav1−Dav2− k2v2∆z− ... − knvn∆z−∑

2n−1
i=1 λiaiv

v1∆z
,

k2 ≥
−Da

∆z
and

ki ≥ 0 i = 3, ...,n

where ai denotes the ith row of the matrix

a =



−1 2 −1 0 · · · · · · 0

0
. . .

. . .
. . .

...
...

. . .
. . .

. . .
...

...
. . .

. . .
. . . 0

...
. . . 2 −1

0 · · · · · · · · · 0 −1 1
1 0 · · · · · · · · · · · · 0

0
. . .

...
...

. . .
...

...
. . .

...
...

. . .
...

...
. . . 0

0 · · · · · · · · · · · · 0 1



∈ IR2n−1×n

with λ1, ...,λ2n−1 ≥ 0 (free parameters) and such that v is a strictly positive solution
of the strict inequalities set (2.2.8).



2.2. APPLICATION: THE PURE DIFFUSION SYSTEM 51

Proof. Consider the general feedback

k =
(

k1 · · · kn

)
and compute the closed-loop matrix

A+bk =



−p2 + p1k1 p2 + p1k2 p1k3 · · · · · · p1kn

p2 −2p2 p2 0 · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . . 0
... p2 −2p2 p2

0 · · · · · · 0 p2 −p2


which has to be Metzler, that is

k2 ≥
−Da

∆z
and ki ≥ 0

for i= 3, ...,n. Using Proposition 1.1.3 once again we know that if we can find a vector
v� 0 such that (A+bk)v� 0, i.e. such that

−p2 + p1k1 p2 + p1k2 p1k3 · · · · · · p1kn

p2 −2p2 p2 0 · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . . 0
... p2 −2p2 p2

0 · · · · · · 0 p2 −p2





v1
...
...
...
...

vn


� 0,

then A+bk is stable. This yields the same set of inequalities as before that we rewrite
this time as

−(−p2 + p1k1)v1− (p2 + p1k2)v2− p1k3v3− ... − p1knvn + c ≥ 0
−v1 +2v2− v3 +b1 ≥ 0

...
−vn−2 +2vn−1− vn +bn−2 ≥ 0

−vn−1 + vn + bn−1 ≥ 0
v1 +bn ≥ 0

...
vn +b2n−1 ≥ 0
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where c < 0, and bi < 0 for all i = 1, ...,2n−1. Recall that the set of inequalities

−v1 +2v2− v3 > 0
...

−vn−2 +2vn−1− vn > 0
−vn−1 + vn > 0

v1 > 0
...

vn > 0

is feasible as Theorem 2.2.1 provides us with three different parameterizations of the
solutions, and thus the set defines a non-empty polyhedron. We can then apply Lemma
2.2.2. We define

ψ(v) := −(−p2 + p1k1)v1− (p2 + p1k2)v2− p1k3v3− ... − p1knvn + c

≡ λ0 +
2n−1

∑
i=1

λi(aiv+bi) λ0, ...,λ2n−1 ≥ 0

where ai denotes the ith row of the matrix

a =



−1 2 −1 0 · · · · · · 0

0
. . . . . . . . .

...
...

. . . . . . . . .
...

...
. . . . . . . . . 0

...
. . . 2 −1

0 · · · · · · · · · 0 −1 1
1 0 · · · · · · · · · · · · 0

0
. . .

...
...

. . .
...

...
. . .

...
...

. . .
...

...
. . . 0

0 · · · · · · · · · · · · 0 1



∈ IR2n−1×n

and

b =


b1
...

b2n−1

 ∈ IR2n−1
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and then

ψ(v) = λ0

+ λ1(−v1 +2v2− v3 +b1)

...
+ λn−2(−vn−2 +2vn−1− vn +bn−2)

+ λn−1(−vn−1 + vn +bn−1)

+ λn(v1 +bn)

...
+ λ2n−1(vn +b2n−1).

Now if we compare the two expressions of ψ(v), we can equal the constant terms to
obtain

c = λ0 +λ1b1 + ...+λ2n−1b2n−1

= λ0 +
2n−1

∑
i=1

λibi

which is clearly negative as λ0 can be set to zero and the sum is negative, and we can
equal the variable terms to obtain

−(−p2 + p1k1)v1− (p2 + p1k2)v2− p1k3v3− ... − p1knvn =

λ1(−v1 +2v2− v3)

+ λ2(−v2 +2v3− v4)
...
+ λn−2(−vn−2 +2vn−1− vn)

+ λn−1(−vn−1 + vn)

+ λnv1
...
+ λ2n−1vn

which makes sense as both the left and the right terms are positive. We can rewrite the
last expression as

k1 =
Dav1−Dav2− k2v2∆z− ... − knvn∆z−∑

2n−1
i=1 λiaiv

v1∆z
.

2
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The main difference with Theorem 2.2.1 is that instead of introducing a single pa-
rameter ω , we use the parameters λi, i = 1, ...,2n− 1, that come from Lemma 2.2.2.
Both the parameterizations that are provided in Theorems 2.2.1 and 2.2.3 are equiva-
lent and make use of the three subparameterizations (α , β and γ) described in Theorem
2.2.1. Lemma 2.2.2 is a very useful and interesting result though, and it is essential
that we highlight it as it also brings a solution to the problem.

2.2.3 Numerical simulations
Now we test the theoretical results using MATLAB and the discretized diffusion model
we described in Subsection 2.2.1. For the following simulations we consider L = 1
and Da = 1. Let us set n = 11 and let us choose the initial condition

x0 =
(

1 · · · 1
)T
∈ IR11

which is the eigenvector corresponding to the Frobenius eigenvalue λ = 0 and that
excites the unstable mode, thus producing a constant profile trajectory. The open-
loop state trajectory can be seen in Figure 2.4. Considering the initial condition
x0(z) = 2z3− 3z2 + 1 for the nominal system, which also verifies the boundary con-
ditions and excites the (exponentially) unstable mode, leads to the open-loop state
trajectory depicted in Figure 2.5.
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Figure 2.4: Open-loop state trajectory (n = 11, x0 = 1)
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Figure 2.5: Open-loop state trajectory (n = 11, x0 = 2z3−3z2 +1)

Now let us consider the feedback matrix k given by

k1 =
−1
∆z

κ

and
ki = 0 i = 2, ...,n

with κ ∈ IR0,+. This particular feedback is studied in Section 2.3. Clearly, it is pos-
itively stabilizing for the discretized diffusion model as it falls in the feedback class
described in Theorem 2.2.1 (see Subsection 2.3.1). Setting κ = 1 leads to the feedback
matrix

k =
(
−10 0 · · · 0

)
∈ IR1×11,

and considering the two same initial conditions as above, we obtain the input and
closed-loop state trajectories as shown in Figures 2.6 and 2.7, and in Figures 2.8 and
2.9 (the MATLAB routine for the feedback design can be found in Table 2.1).
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Figure 2.6: Input trajectory (n = 11, x0 = 1)
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Figure 2.7: Closed-loop state trajectory (n = 11, x0 = 1)
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Figure 2.8: Input trajectory (n = 11, x0 = 2z3−3z2 +1)
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Figure 2.9: Closed-loop state trajectory (n = 11, x0 = 2z3−3z2 +1)
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1 gamma = zeros(n,1);
2 for i = 1:n
3 gamma(i) = delta^(i-1);
4 end
5 s = zeros(n,n);
6 for j = 1:n
7 s(j,1) = 1;
8 end
9 for j = 2:n

10 s(j:n,j) = j-1;
11 s(j,j:n) = j-1;
12 end
13 v = zeros(n,1);
14 f = zeros(n,1);
15 for i = 1:n
16 for j = 1:n
17 f(j) = gamma(j)*s(i,j);
18 end
19 v(i) = sum(f);
20 end
21 k = zeros(1,n);
22 g = zeros(n-1,1);
23 for i = 1:n-1
24 g(i) = k(i+1)*v(i+1)*delta;
25 end
26 omega = ((Da+kappa)*v(1) - Da*v(2))/delta2;
27 k(1) = (Da*v(1)-Da*v(2)-sum(g)-delta2*omega)/(v(1)*

delta);

Table 2.1: Feedback design via γ-parameterization

This illustrates the fact that the closed-loop system is positive and that it is stable
unlike the open-loop system. So far, we have been working with n = 11. This number
of discretization points might (or might not) be too weak to ensure that the simulations
are reliable. Figures 2.10 and 2.11 show the comparison between the closed-loop
state trajectories at zn for different values of n, for x0 = 1 and x0 = 2z3 − 3z2 + 1
respectively. One can see that the difference between the curves is slight, especially
when considering more than 51 discretization points.
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Figure 2.10: Closed-loop state trajectory at zn (n = 11,21,51,101, x0 = 1)
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Figure 2.11: Closed-loop state trajectory at zn (n = 11,21,51,101, x0 = 2z3−3z2 +1)
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Figure 2.12 provides a better understanding of the error behaviour, with respect to
the number of discretization points. The blue and the red curves illustrate the absolute
error defined by

e(i, j) = ‖x( j)(L)− x(i)(L)‖2

for x0 = 1 (see Figure 2.10) and x0 = 2z3− 3z2 + 1 (see Figure 2.11), respectively.
One can see that both behaviours are similar, with an expectable decreasing gain of
precision.
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Figure 2.12: Error graph at zn (n = 11, ...,101, x0 = 1 and x0 = 2z3−3z2 +1)

Now let us tune the parameter κ and analyze the behavior of the closed-loop sys-
tem. Setting κ = 0.05 and κ = 20, we obtain the closed-loop state trajectories depicted
in Figures 2.13 and 2.14, and in Figures 2.15 and 2.16, respectively.
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Figure 2.13: Closed-loop state trajectory (n = 11, κ = 0.05, x0 = 1)
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Figure 2.14: Closed-loop state trajectory (n = 11, κ = 0.05, x0 = 2z3−3z2 +1)
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Figure 2.15: Closed-loop state trajectory (n = 11, κ = 20, x0 = 1)
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Figure 2.16: Closed-loop state trajectory (n = 11, κ = 20, x0 = 2z3−3z2 +1)
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As expected, considering a lower value for κ leads to a lazy stabilization process,
while a higher value for κ implies a higher convergence speed. Finally, Figures 2.17
and 2.18 show the step response: considering C = p1I(n) where I(n) is the identity
matrix of order n, one can see that the transfer function is given by

Ĝ(n)(s) = p1wp1

where w is the first column of the matrix (sI(n)−(A(n)+b(n)k(n)))−1. Using the cofac-
tor (or Laplace) expansion when computing the latter, one can show by mathematical
induction that w is such that

wi =
∑

i
j=1 pn− j

2 C(i+ j−2,2( j−1))s j−1

κ p2
1 pn−1

2 +g(s)

for i = 1, ...,n, where C(i, j) is the binomial coefficient indexed by i and j, and g(s)
is a polynomial function in s. The MATLAB routine which served as support for the
calculations can be found in Table 2.2.

1 syms s p1 p2 kappa
2 n = 6;
3

4 % system matrices
5 for i = 1:n
6 vec(i) = -2*p2;
7 end
8 for i = 1:n-1
9 vec2(i) = p2;

10 end
11 A = diag(vec,0) + diag(vec2,1) + diag(vec2,-1);
12 A(1,1) = -p2;
13 A(n,n) = -p2;
14 b = zeros(n,1);
15 b(1) = p1;
16

17 % feedback and closed-loop matrix design
18 k = zeros(1,n);
19 k(1) = -kappa*p1;
20 A(1,1) = A(1,1) - kappa*p1*p1;
21

22 sol = s*eye(n)-A;

Table 2.2: Symbolic computation of (sI− (A+bk))
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The static gain is then given by

Ĝ(n)
i (0) = p1

1
κ p2

1
p1 =

1
κ

for all i = 1, ...,n, i.e. at every discretization points. Figures 2.19 and 2.20 show the
step response at the boundaries (z = 0 and z = 1) for κ = 1 and κ = 10, and one can
see that the state trajectory converges faster at z0 than at zn, which is a predictable
behavior as the input only acts at z = 0. For the nominal system, one can show by
means of the Laplace transform (see e.g. (Curtain and Morris 2009)) that

Ĝ(s) =
1
κ

(
cosh(z

√
s)+κ

sinh(z
√

s)√
s

)
cosh(

√
s)− sinh(z

√
s)√

s

and thus
Ĝ(0) =

1
κ
(1+κz)− z =

1
κ
.

The static gain of the discretized system, independent of the number of discretization
points n, is thus equal to the static gain of the nominal system.
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Figure 2.17: Step response (n = 11, κ = 1)
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Figure 2.18: Step response (n = 11, κ = 10)
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Figure 2.19: Step response at z0 and zn (n = 11, κ = 1)
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Figure 2.20: Step response at z0 and zn (n = 11, κ = 10)

2.3 Convergence analysis

As all positively stabilizing feedback matrices k(n) for the discretized pure diffusion
system were designed, we want to check the convergence of k(n) to a positively sta-
bilizing feedback operator k for the PDE system, and the convergence of the dis-
cretized closed-loop system (described by the equation ẋ(n) = (A(n)+b(n)k(n))x(n)) to
the closed-loop PDE system (described by the equation ẋ = (A+bk)x), by means of a
classic study of the numerical scheme (see Subsection 2.3.2) and by means of a state
space approach (see Subsection 2.3.3).
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2.3.1 Choosing a feedback
In order to show the convergence of the closed-loop discretized system to the closed-
loop PDE system, we introduce a well-chosen feedback matrix that comes from an
educated guess. Most of the upcoming convergence results are independent of the
input choice though, as the feedback itself is only required to show the convergence
of k(n) to k in the state space approach. In the following theorem, the convergence of
system (2.3.2) towards system (2.3.3)-(2.3.4) (as n tends to infinity) should be under-
stood as numerical and state space convergence, as described in Subsections 2.3.2 and
2.3.3 respectively.

Theorem 2.3.1 Applying the feedback k(n) given by

k(n)1 =− 1
∆z

κ and k(n)i = 0 (i = 2, ...,n) (2.3.1)

with κ ∈ IR0,+ to the approximate system (2.2.5) leads to the convergence of the re-
sulting closed-loop system

ẋ(n) = (A(n)+b(n)k(n))x(n), (2.3.2)

as ∆z tends to zero, to the system described by the PDE

∂x
∂ t

= Da
∂ 2x
∂ z2 (2.3.3)

with Neumann boundary conditions{
∂x
∂ z (0, t) = κx(0, t)
∂x
∂ z (L, t) = 0.

(2.3.4)

Moreover, the approximate closed-loop system (2.3.2) is positive and (exponentially)
stable for n sufficiently large, and the system (2.3.3)-(2.3.4) is positive and (exponen-
tially) stable.

Proof. Convergence follows from Lemmas 2.3.2 and 2.3.3. These results show the
convergence of the discretized system (2.2.5) to the system described by the PDE
(2.2.3), where u(t) = −κx(0, t), with homogeneous Neumann boundary conditions
(2.2.4), which, by (Emirsjlow and Townley 2000, Example 2.1), is equivalent to the
system (2.3.3)-(2.3.4).

Positivity of system (2.3.3)-(2.3.4), i.e. positivity of the C0-semigroup associated
with its infinitesimal generator, can be proved by standard arguments (positivity of the
resolvent operator as in (Laabissi et al. 2001) or the maximum principle as in (Smith
2008)). Finally, as it is of Sturm-Liouville type, system (2.3.3)-(2.3.4) is a Riesz-
spectral system (see e.g. (Delattre, Dochain and Winkin 2003)). Its spectrum is thus
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real and discrete: it is easy to compute all eigenvalues and show that they are negative,
implying the stability of the system. 2

By Theorem 2.2.1, as ki = 0 for all i = 2, ...,n, there holds

k(n)1 =
Dav1−Dav2−∆z2ω

v1∆z
=− 1

∆z
κ

where ω should be positive. The latter condition holds if and only if

v2

v1
< 1+

κ

Da
. (2.3.5)

Using the γ-parameterization (see Theorem 2.2.1), setting γi = (∆z)i−1, for i = 1, ...,n,
leads to a strictly positive vector v which satisfies condition (2.3.5) for n sufficiently
large, as

v2

v1
=

γ1 + γ2 + ...+ γn

γ1
= 1+

n

∑
i=1

(∆z)i −→
n→∞

1

and the constant κ/Da is positive. This is illustrated in Figures 2.21 and 2.22: for
κ = 1, the number of discretization points n should be greater or equal to three, which
is pretty standard anyway, while when κ = 0.2 one has to consider n = 8 at least.
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Figure 2.21: Evolution of v2/v1 as n grows (κ = 1)
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Value of n
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Figure 2.22: Evolution of v2/v1 as n grows (κ = 0.2)

Equivalently, one could use the α-parameterization with

αi = (∆z)i i = 1, ...,n−1

and
αn = 1+∆z+2(∆z)2 + ... +(n−1)(∆z)n−1,

or the β -parameterization with

βi = (∆z)i + ... +(∆z)n−1 i = 1, ...,n−1

and
βn = 1+∆z+2(∆z)2 + ... +(n−1)(∆z)n−1.

2.3.2 Consistency and stability of the scheme
Let us show the convergence of the finite difference scheme (2.2.5), independently of
the choice of the input u, by proving its consistency and stability (see e.g. (Frey 2009),
(Thomas 1995)). First, let us define these two concepts.

Definition 12 A (finite difference) numerical scheme is consistent with the partial dif-
ferential equation it represents if the truncation error of the scheme defined by the
vector

ε
(n)
i = A (n)x(zi)− f (zi) i = 1, ...,n

with A (n) the approximation operator and f the exact one, tends uniformly towards
zero with respect to z, when ∆z tends to zero, i.e. if lim∆z→0 ‖ε(n)‖∞ = 0.
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Definition 13 A (finite difference) numerical scheme is said to be stable with respect
to ‖ · ‖∞ if there exists a constant M > 0, independent of the discretization step ∆z,
such that ‖(A (n))−1‖∞ ≤M, provided that A (n) be invertible.

Now we can introduce the following result, which shows the convergence of the
numerical scheme and which is inspired by the proof of (Frey 2009, Theorem 3.1).

Lemma 2.3.2 If the state trajectories are sufficiently smooth, the numerical scheme
developed in Section 2.2 is consistent and stable, and thus convergent.

Proof. Suppose that x is a C4 continuous function and extend its domain to the
interval [−∆z,L + ∆z] such that x is null in a small neighborhood of z = −∆z and
z = L+∆z. Using Taylor expansions to the fourth order we have

x(z+∆z) = x(z)+∆zx′(z)+
∆z2

2
x′′(z)+

∆z3

6
x′′′(z)+

∆z4

24
x′′′′(ξ+)

x(z−∆z) = x(z)−∆zx′(z)+
∆z2

2
x′′(z)− ∆z3

6
x′′′(z)+

∆z4

24
x′′′′(ξ−)

where ξ+ ∈]z,z+∆z[ and ξ− ∈]z−∆z,z[. Computing the truncation error at the middle
points (i = 2, ...,n−1) we obtain

ε
(n)
i = Da

x(zi+1)−2x(zi)+ x(zi−1)

∆z2 −Dax′′(zi)

=
Da

∆z2

(
x(zi)+∆z x′(zi)+

∆z2

2
x′′(zi)+

∆z3

6
x′′′(zi)+

∆z4

24
x′′′′(ξ+

i )

−2x(zi)+ x(zi)−∆z x′(zi)+
∆z2

2
x′′(zi)−

∆z3

6
x′′′(zi)+

∆z4

24
x′′′′(ξ−i )

)
−Dax′′(zi)

= Da
∆z2

12
x′′′′(ξi)

with ξi ∈]zi−1,zi+1[. Applying a similar reasoning at the boundaries, we obtain

ε
(n)
1 = Da

x(∆z)− x(0)
∆z2 +

1
∆z

u−Dax′′(0)−δ0u

= Da
∆z2

12
x′′′′(ξ1)

with ξ1 ∈]−∆z,∆z[, and

ε
(n)
n = Da

x(L−∆z)− x(L)
∆z2 −Dax′′(L)

= Da
∆z2

12
x′′′′(ξn)
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with ξn ∈]L−∆z,L+∆z[, and again (to be consistent with the discretization scheme
designed in Section 2.2) we used the facts that

∂x
∂ z

(−∆z, t) = 0,

∂x
∂ z

(L+∆z, t) = 0

and ∆z−1 (considered as a piecewise constant function) converges to the Dirac delta
function (see Subsection 2.3.3). One easily sees that we can apply the same reasoning
to

A(n)
σ := A(n)−σ I(n)

with σ > 0, thus showing the consistency for the shifted system.

As A(n) is not invertible we show the stability of the shifted matrix and deduce the
stability of A(n). As A(n)

σ is strictly diagonally dominant we can compute its Ahlberg-
Nilson-Varah bound (see e.g. (Varah 1975, Theorem 1)) which is given by

‖A(n)
σ

−1
‖∞ ≤ max

i∈{1,...,n}

 1
|aii−σ |−∑

n
j=1
j 6=i

ai j

=
1
σ

and as it is independent of ∆z, A(n)
σ is stable.

Finally we have Aσ (x− x(n)) = ε
(n)
σ , hence

‖x̃− x(n)‖∞ ≤ ‖A(n)
σ

−1
‖∞‖ε(n)σ ‖∞

where x̃ =
(

x(z1) · · · x(zn)
)T
∈ IRn. As the right part is bounded due to the consis-

tency and stability properties, we have the convergence of the discretization scheme
for the shifted system, and thus for the nominal one. 2

2.3.3 State space approach
Now let us show the convergence of the system operators by a state space approach,
setting the discretized operators in the appropriate spaces and using the related norms.
In this section, we use the exact same notations as in (Emirsjlow and Townley 2000,
Example 2.1). Let us define M as the formal system operator

M =
d2

dz2
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on L2(0,L), and let H = L2(0,L) be the state space and Z = H2(0,L) the domain of
M. We then have M ∈L (Z,H). Now let us define A as the system operator such that

D(A) =
{

x ∈ Z | dx
dz

(0, t) =
dx
dz

(L, t) = 0
}

and Ax = Mx for x ∈ D(A). Then, obviously, A ∈L (Z,H). A simple computation
shows that the eigenvalues of A are given by

λk =−
(

kπ

L

)2

and its eigenfunctions by
ψ0(z) =

1√
L

ψk(z) =

√
2
L

cos
(

kπ

L
z
)

k ∈ IN0.

Let us define two new spaces. Firstly, H1 = D(A) equipped with the scalar product

〈h, f 〉H1 = 〈(λ I−A)h,(λ I−A) f 〉H

=
∞

∑
k=0

(λ −λk)
2akbk

and the norm
‖ · ‖H1 = 〈·, ·〉

1/2
H1

where h(·), f (·) ∈ D(A), λ ∈ IR+ (arbitrary), ak = 〈h,ψk〉H and bk = 〈 f ,ψk〉H . Sec-
ondly,

H−1 =

{
x =

∞

∑
k=0

akψk(z) | ak ∈ IR and
∞

∑
k=0

a2
k

(λ −λk)2 < ∞

}
equipped with the scalar product

〈h, f 〉H−1 = 〈R(λ ,A)h,R(λ ,A) f 〉H

=
∞

∑
k=0

akbk

(λ −λk)2

and the norm
‖ · ‖H−1 = 〈·, ·〉

1/2
H−1

.

Now, let us define U = IR as the input space and B ∈L (U,H−1) such that

B : IR → H−1

u 7→ Bu = bu
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where the control operator b ∈ H−1 is such that bu = δ0u.

We also define K ∈L (Z, IR) such that

K : Z → IR
x 7→ Kx = 〈k,x〉

where the feedback operator k ∈ H−1 is such that 〈k,x〉 = 〈−κδ0,x〉 = −κx(0), with
κ ∈ IR0,+.

One should note that H1 ⊂ H ⊂ H−1, and that although the operators b and k are
not bounded in H, they are bounded in H−1.

Finally, for convenience, let us define

An = PnA(n)Qn (2.3.6)

with A(n) given by (2.2.6), where

Qn : Z → IRn

x 7→ x(n) = (x1, ...,xn)

and

Pn : IRn → H

y(n) 7→
n−1

∑
i=1

y(n)i χ[(i−1)∆z,i∆z[(·)+ y(n)n χ{(n−1)∆z}.

We can now state and prove the following result.

Lemma 2.3.3 Let us consider the pure diffusion system (2.3.3)-(2.3.4), or equiva-
lently

∂x
∂ t

= Da
∂ 2x
∂ z2 −δ0κx(0)

with homogeneous Neumann boundary conditions (2.2.4), and suppose that x is a C4

continuous function. Then
lim
n→∞
‖b(n)−b‖H−1 = 0,

lim
n→∞
‖Anx−Ax‖H−1 = 0 ∀x ∈ Z

and
lim
n→∞
‖k(n)− k‖H−1 = 0

with b(n), k(n) and An given by (2.2.7), (2.3.1) and (2.3.6) respectively.



74 CHAPTER 2. POSITIVE LINEAR TIME-INVARIANT PDE SYSTEMS

Proof. First, we show the convergence of b(n) to b (in H−1). Consider b(n) as a
piecewise constant function. We have

‖b(n)−b‖2
H−1

=
∞

∑
k=0

a2
k

(λ −λk)2

where ak = 〈bn−b,ψk〉H . Thus

a0 =
∫ L

0
(b(n)−b)(z)ψ0(z)dz

=
∫ L

0
b(n)(z)ψ0(z)dz−

∫ L

0
b(z)ψ0(z)dz

=
∫ L

n−1

0

n−1
L

ψ0(z)dz−ψ0(0)

=
1√
L
− 1√

L
= 0

and, for k ∈ IN0,

ak =
∫ L

0
(b(n)−b)(z)ψk(z)dz

=
∫ L

0
b(n)(z)ψk(z)dz−

∫ L

0
b(z)ψk(z)dz

=
∫ L

n−1

0

n−1
L

√
2
L

cos
(

kπ

L
z
)

dz−ψk(0)

=

√
2
L

(
n−1
kπ

sin
(

kπ

n−1

))
−
√

2
L

and then

lim
n→∞
‖bn−b‖2

H−1
= lim

n→∞

∞

∑
k=0

(√
2
L

( n−1
kπ

sin
( kπ

n−1

))
−
√

2
L

)2

(
λ + k2π2

L2

)2

where we can swap the limit and the series by the monotone convergence theorem. As

lim
n→∞

n−1
kπ

sin
(

kπ

n−1

)
= 1

the convergence of b(n) to b is shown.

The convergence of k(n) to k (in H−1) is straightforward as we can proceed in the
same way as for b(n) and b (up to a multiplicative coefficient −κ), considering k(n) as
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a piecewise constant function.

Finally, the convergence of A(n) to A is shown. Let us prove that, ∀x ∈ Z,

lim
n→∞
‖Anx−Ax‖H = 0,

as convergence in H implies convergence in H−1. First observe that

‖(An−A)x‖2
H =

∞

∑
k=0
〈(An−A)x,ψk〉2H

=
∞

∑
k=0

∫ L

0
(An−A)x(z)ψk(z)dz.

As the integral of the second term in the definition of Pn is always equal to zero, we
do not consider it in the following computations. When k = 0,∫ L

0
(An−A)x(z)ψ0(z)dz =

∫ L

0
Anx(z)

1√
L

dz−
∫ L

0
Ax(z)

1√
L

dz

=
1√
L

n−1

∑
i=1

n

∑
j=1

A(n)
i j x(n)j

∫ L

0
χ[(i−1)∆z,i∆z[(z)dz

− 1√
L

∫ L

0
x′′(z)dz

=
1√
L
·0 ·∆z− 1√

L
(x′(L)− x′(0))

= 0

and when k > 0∫ L

0
(An−A)x(z)ψk(z)dz =

∫ L

0
Anx(z)ψk(z)dz−

∫ L

0
Ax(z)ψk(z)dz −→

n→∞
0

as∫ L

0
Anx(z)ψk(z)dz =

√
2
L

n−1

∑
i=1

n

∑
j=1

A(n)
i j x(n)j

∫ L

0
χ[(i−1)∆z,i∆z[(z)cos

(
kπ

L
z
)

dz

=

√
2
L

n−1

∑
i=1

n

∑
j=1

A(n)
i j x(n)j

∫ i∆z

(i−1)∆z
cos
(

kπ

L
z
)

dz

=

√
2
L

n−1

∑
i=1

n

∑
j=1

A(n)
i j x(n)j

L
kπ

(
sin
(

kπ

L
i∆z
)
− sin

(
kπ

L
(i−1)∆z

))
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and∫ L

0
Ax(z)ψk(z)dz =

√
2
L

∫ L

0
x′′(z)cos

(
kπ

L
z
)

dz

=

√
2
L

n−1

∑
i=1

∫ i∆z

(i−1)∆z
(x′′(zi)+ x′′(z)− x′′(zi))cos

(
kπ

L
z
)

dz

=

√
2
L

n−1

∑
i=1

x′′(zi)
L

kπ

(
sin
(

kπ

L
i∆z
)
− sin

(
kπ

L
(i−1)∆z

))
+

√
2
L

n−1

∑
i=1

∫ i∆z

(i−1)∆z
(x′′(z)− x′′(zi))cos

(
kπ

L
z
)

dz

where
n−1

∑
i=1

∫ i∆z

(i−1)∆z
(x′′(z)− x′′(zi))cos

(
kπ

L
z
)
−→
∆z→0

0

by Lebesgue’s dominated convergence theorem, applied to the sequence ( fn)n∈IN
(converging pointwise to zero) of real-valued measurable functions

fn(i,z) = (x′′(z)− x′′(zi))cos
(

kπ

L
z
)

χ[(i−1)∆z,i∆z[(z)χ{1,...,n}(i),

with the dominating integrable function g given by

g(i,z) = ς

∣∣∣∣cos
(

kπ

L
z
)∣∣∣∣( L

i−1

)2

where ς is a Lipschitz constant of the function x′′, and where
n

∑
j=1

A(n)
i j x(n)j −→n→∞

x′′(zi) i = 1, ...,n

thanks to the speed of convergence of the finite difference scheme (Lemma 2.3.2).
Hence the convergence is proved.

The strong convergence in H−1 of A(n)+ b(n)k(n) to A+ bk, generator of a stable
and positive C0-semigroup, is thus shown. 2

2.4 Positive stabilization preserving boundary condi-
tions

To conclude this chapter, let us consider how boundary conditions can be considered
when one discretizes a PDE system. One could try to ensure that the state verifies the
boundary conditions at all time when working with the approximate model, though
they will assuredly be verified for the nominal PDE system. The goal of this section
is to show how to express the boundary conditions as algebraic conditions and include
them in the discretized model.
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2.4.1 A classic approach
Consider a positive LTI system with boundary conditions, whose dynamics are de-
scribed by PDEs. Discretizing the system and the boundary conditions, n being the
discretized state space dimension, leads to a model of the form{

ẋ = Ax+Bu
0 = Cx+Du

(2.4.1)

where x is the state and u is the input.

Remark 10 Regarding Section 2.1, one should note that in system (2.4.1) and in the
following results, either B or D is null, depending on whether the input acts in the
boundary conditions or in the dynamics. One should also recall that the input u is not
the same depending on where it acts, so using the notation u in both cases is actually
a misuse of language in order to simplify the expressions.

In order to solve this problem, one could use the theory of singular systems (see
e.g. (Burl 1985), (Dai 1989), (Lewis 1986), (Verghese, Levy and Kailath 1981)), and
more specifically the theory of positive singular systems (see e.g. (Ait Rami and Napp
2012), (Shafai and Li 2016), (Virnik 2008)), considering

EẊ= A X+Bu

where

X=

(
x
x

)
and E is a singular matrix given by

E =

(
I 0
0 0

)
.

Then one can rewrite the problem as(
I 0
0 0

)
Ẋ=

(
A 0
0 C

)
X+

(
B
D

)
u

which is an equivalent representation of system (2.4.1).

However, we are considering a different approach in this work. Regarding system
(2.4.1) and considering a state feedback, we can rewrite the model as{

ẋ = Ax+BKx = (A+BK)x
0 = Cx+DKx = (C+DK)x.

(2.4.2)
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The idea is thus to design the feedback matrix K such that the closed-loop system
is positive and stable, i.e. such that there exists a positive definite diagonal matrix Q
such that Q(A+BK)T +(A+BK)Q is a negative definite matrix (see e.g. (Boyd et al.
1994, Section 10.3)) and A+BK is Metzler, while preserving the boundary conditions
at all time. To achieve the latter, one could compute the feedback matrix K such that
C+DK = 0, though this condition might be too strong and it would be interesting to
consider a weaker condition. To summarize, we want to compute K such that

1. XK := IRn
+∩ker(C+DK) is e(A+BK)t -invariant, and

2. A+BK is exponentially stable on XK ,

or, equivalently, such that

∀t ≥ 0, ∀x0 ∈ XK , x(t) := e(A+BK)tx0 ∈ XK

and
∀x0 ∈ XK , e(A+BK)tx0 −→

t→∞
0.

In order to achieve this goal, let us introduce the following result.

Theorem 2.4.1 The set XK is (A+BK)-invariant if and only if there exists a Metzler
matrix

H =

n p pH11 H12 H13

H21 H22 H23

H31 H32 H33

 n

p

p

such that
H11−H12(C+DK)+H13(C+DK) = A+BK
H21−H22(C+DK)+H23(C+DK) = −(C+DK)(A+BK)

H31−H32(C+DK)+H33(C+DK) = (C+DK)(A+BK)

where n is the state space dimension and p is the number of boundary conditions.

Remark 11 In this result and the forthcoming ones, we use the concept of (A+BK)-
invariance as it is a sufficient condition for the e(A+BK)t -invariance. Indeed, we know
that

e(A+BK)tx0 =
∞

∑
l=0

t l

l!
(A+BK)lx0

and then, as XK is closed, it is e(A+BK)t -invariant if it is (A+BK)-invariant.

Proof. By definition, ker(C+DK) is (A+BK)-invariant if (C+DK)(A+BK)x0 = 0
for all x0 such that (C+DK)x0 = 0. Now, by definition of the set XK , we know that
x ∈ XK if x≥ 0 and (C+DK)x = 0. We can rewrite these conditions as

−Ix ≤ 0
(C+DK)x ≤ 0
−(C+DK)x ≤ 0
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or equivalently  −I
C+DK
−(C+DK)

x≤ 0

which is of the form Qx ≤ ρ (polyhedral set) with ρ = 0. Regarding (Castelan and
Hennet 1993, Proposition 1), XK is (A+BK)-invariant if and only if there exists a
Metzler matrix H such that{

Q(A+BK)−HQ = 0
Hρ ≤ 0

where the second condition is always verified as ρ = 0. We can then rewrite the first
condition as

−(A+BK)+H11−H12(C+DK)+H13(C+DK) = 0
(C+DK)(A+BK)+H21−H22(C+DK)+H23(C+DK) = 0
−(C+DK)(A+BK)+H31−H32(C+DK)+H33(C+DK) = 0

and the conclusion holds. 2

One can then deduce the two following corollaries, that both provide sufficient
conditions for the (A+BK)-invariance of the set XK .

Corollary 2.4.2 If A+BK is Metzler and (C +DK)(A+BK) = 0, then XK is (A+
BK)-invariant.

Proof. Obvious by the definition of XK . 2

Corollary 2.4.3 If

(A+BK)(I +2(C+DK)T (C+DK))−1 is Metzler,

(C+DK)(A+BK) = 0

and
(A+BK)LK(C+DK)T = 0,

then XK is (A+BK)-invariant.

Proof. Using the notations

CK :=C+DK and AK := A+BK

we have that
QAK−HQ = 0⇔ H = QAKQ#

l
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where
Q#

l = (QT Q)−1QT

is the left pseudoinverse of Q which exists as Q is a full rank matrix. One can easily
see that

QT Q = I +2CT
KCK

is a positive definite matrix, and using the notations

LK := (I +2(C+DK)T (C+DK))−1

and

QK := (A+BK)(I +2(C+DK)T (C+DK))−1

= (A+BK)LK

we have that

H = Q(A+BK)(QT Q)−1QT

=

 QK −QK(C+DK)T QK(C+DK)T

−(C+DK)QK (C+DK)QK(C+DK)T −(C+DK)QK(C+DK)T

(C+DK)QK −(C+DK)QK(C+DK)T (C+DK)QK(C+DK)T

 .

As H has to be Metzler, we deduce the following set of conditions:
(C+DK)QK(C+DK)T is a nonpositive diagonal matrix
(C+DK)QK = 0
QK(C+DK)T = 0
QK is a Metzler matrix.

By the second condition we deduce that (C+DK)(A+BK) = 0 as LK is invertible.
The first condition thus becomes (C+DK)QK(C+DK)T = 0. 2

Now that we have sufficient conditions for the positivity and boundary conditions
to be preserved, we can deal with the positive stabilization of the system. One way to
do so is to ensure that A+BK is Metzler and stable. In Corollary 2.4.2, the Metzler
property is already needed so one can use this result and check the stability of the
closed-loop system only, i.e. design the feedback matrix K such that for all λ ∈ σ(A+
BK), Re(λ ) < 0. Now let us introduce the concept of partial positive stabilizability
(see (Achhab and Winkin 2014)).

Definition 14 A system (defined on an Hilbert space X with positive cone X+) is par-
tially positively stabilizable if there exist a subset S ⊂ X and a state feedback control
law u = Kx such that the resulting closed-loop system is stable and positive on S, i.e.

(A+BK) is exponentially stable

and
X+∩S is e(A+BK)t -invariant.
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It is now possible to state one last straightforward result for this subsection.

Corollary 2.4.4 The system is partially positively stabilizable on XK if there exists a
feedback matrix K such that

1. A+BK is Metzler stable, and

2. (C+DK)(A+BK) = 0.

This actually means that we can (partially) positively stabilize the system in a
classic way, and simply add some algebraic conditions on the design of the feedback
matrix K.

2.4.2 Application: the pure diffusion system
In order to support the theoretical results of Subsection 2.4.1, let us consider system
(2.2.3) again. Recall that the discretized model (2.2.5) is described by the equation

ẋ(n) = A(n)x(n)+b(n)u

where

A(n) =



−p2 p2 0 . . . 0

p2 −2p2 p2
...

0
. . . . . . . . . 0

... p2 −2p2 p2

0 . . . 0 p2 −p2


∈ IRn×n,

b(n) =
(

p1 0 · · · 0
)T
∈ IRn,

x(n) =
(

x(z1) . . . x(zn)
)T
∈ IRn

and
p1 =

1
∆z

p2 =
Da

∆z2 .

The discretized boundary conditions can then be written as C(n)x(n) = 0 with

C(n) =

(
−p1 p1 0 · · · 0

0 · · · 0 −p1 p1

)
∈ IR2×n.

Now we want to find conditions on the feedback matrix k(n) such that the closed-loop
system preserves the discretized boundary conditions. In order to do so, we want
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ker(C(n)) to be invariant, i.e. we want C(n)(A(n)+ b(n)k(n))x0 = 0 for all x0 such that
C(n)x0 = 0. Regarding Theorem 2.4.1, one has to find a Metzler matrix

H =

n 2 2H11 H12 H13

H21 H22 H23

H31 H32 H33

 n

2

2

such that 
H11−H12C(n)+H13C(n) = (A(n)+b(n)k(n))
H21−H22C(n)+H23C(n) = −C(n)(A(n)+b(n)k(n))
H31−H32C(n)+H33C(n) = C(n)(A(n)+b(n)k(n)).

(2.4.3)

A simple computation shows that C(n)(A(n)+b(n)k(n)) is equal to(
2p1 p2− p2

1k1 −3p1 p2− p2
1k2 p1 p2− p2

1k3 −p2
1k4 · · · −p2

1kn

0 · · · 0 −p1 p2 3p1 p2 −2p1 p2

)

and the set of equations (2.4.3) can be developed to obtain algebraic conditions on
k(n). One easily sees that the first equation

H11−H12C(n)+H13C(n) = (A(n)+b(n)k(n))

is verified if H11 = (A(n)+b(n)k(n)), H12 = 0 and H13 = 0. As we want the closed-loop
system to be positive, (A(n)+b(n)k(n)) has to be Metzler and thus H11 will be Metzler
too. The second equation

H21−H22C(n)+H23C(n) =−C(n)(A(n)+b(n)k(n))

and the third equation

H31−H32C(n)+H33C(n) =C(n)(A(n)+b(n)k(n))

lead respectively to the sets of conditions below, where H i, j
kl denotes the i jth entry of

the submatrix Hkl .
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H1,1
21 + p1H1,1

22 − p1H1,1
23 = −2p1 p2 + p2

1k1

H1,2
21 − p1H1,1

22 + p1H1,1
23 = 3p1 p2 + p2

1k2

H1,3
21 = −p1 p2 + p2

1k3

H1,4
21 = p2

1k4

...

H1,n−2
21 = p2

1kn−2

H1,n−1
21 + p1H1,2

22 − p1H1,2
23 = p2

1kn−1

H1,n
21 − p1H1,2

22 + p1H1,2
23 = p2

1kn

H2,1
21 + p1H2,1

22 − p1H2,1
23 = 0

H2,2
21 − p1H2,1

22 + p1H2,1
23 = 0

H2,3
21 = 0

...

H2,n−3
21 = 0

H2,n−2
21 = p1 p2

H2,n−1
21 + p1H2,2

22 − p1H2,2
23 = −3p1 p2

H2,n
21 − p1H2,2

22 + p1H2,2
23 = 2p1 p2
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and



H1,1
31 + p1H1,1

32 − p1H1,1
33 = 2p1 p2− p2

1k1

H1,2
31 − p1H1,1

32 + p1H1,1
33 = −3p1 p2− p2

1k2

H1,3
31 = p1 p2− p2

1k3

H1,4
31 = −p2

1k4

...

H1,n−2
31 = −p2

1kn−2

H1,n−1
31 + p1H1,2

32 − p1H1,2
33 = −p2

1kn−1

H1,n
31 − p1H1,2

32 + p1H1,2
33 = −p2

1kn

H2,1
31 + p1H2,1

32 − p1H2,1
33 = 0

H2,2
31 − p1H2,1

32 + p1H2,1
33 = 0

H2,3
31 = 0

...

H2,n−3
31 = 0

H2,n−2
31 = −p1 p2

H2,n−1
31 + p1H2,2

32 − p1H2,2
33 = 3p1 p2

H2,n
31 − p1H2,2

32 + p1H2,2
33 = −2p1 p2

with H22 and H33 Metzler, and H21, H23, H31 and H32 nonnegative. Now one can see
that one of the equations of the second set, namely H2,n−2

31 = −p1 p2, is impossible
to solve as H31 has to be nonnegative and −p1 p2 < 0. This comes from the fact that
the input only acts on one extremity of the domain and not on the other: it is then not
surprising that one cannot ensure the upkeep of the corresponding boundary condition.
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Some additional input is needed in order to ensure that both boundary conditions are
verified at all time. In order to go further into the problem, let us ignore the second
boundary condition and let us focus on the first one only. Then we have to find a
Metzler matrix

H =

n 1 1H11 H12 H13

H21 H22 H23

H31 H32 H33

 n

1

1

such that the sets of conditions

H1
21 + p1H22− p1H23 = −2p1 p2 + p2

1k1

H2
21− p1H22 + p1H23 = 3p1 p2 + p2

1k2

H3
21 = −p1 p2 + p2

1k3

H4
21 = p2

1k4
...

Hn
21 = p2

1kn

(2.4.4)

and 

H1
31 + p1H32− p1H33 = 2p1 p2− p2

1k1

H2
31− p1H32 + p1H33 = −3p1 p2− p2

1k2

H3
31 = p1 p2− p2

1k3

H4
31 = −p2

1k4
...

Hn
31 = −p2

1kn

(2.4.5)

are verified, with H21, H23, H31 and H32 nonnegative. Obviously, one has to set k3 =
p2
p1

and ki = 0 for all i = 4, ...,n. It is then possible to find solutions to these sets of equa-
tions, though it quickly appears that these solutions are not compatible with Theorem
2.2.1, i.e. one cannot expect to stabilize the system and to preserve the discretized
boundary conditions at the same time.

For example, let us set k1 = 0, k2 =
−p2
p1

, k3 =
p2
p1

and ki = 0 for all i = 4, ...,n. This
feedback matrix k is solution of the sets of equations (2.4.4) and (2.4.5). Moreover, it
ensures the positivity of the system as the closed-loop matrix is Metzler (see Theorem
2.2.1). However, by Theorem 2.2.1

k1 =
Dav1−Dav2− k2v2∆z− ... − knvn∆z−∆z2ω

v1∆z
which implies in this case that

0 =
Dav1−Dav2 +Dav2−Dav3−∆z2ω

v1∆z
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and then
ω =

Dav1−Dav3

∆z2

which obviously cannot be positive considering the structure of v (see Remark 9). Fig-
ures 2.23 and 2.24 show the open-loop and the closed-loop trajectories respectively,
with initial condition x0 = 2z3−3z2 +1.
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Figure 2.23: Open-loop state trajectory (n = 11, x0 = 2z3−3z2 +1)
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Figure 2.24: Closed-loop state trajectory (n = 11, x0 = 2z3−3z2 +1)
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The closed-loop system is clearly not (exponentially) stable. However, if we check
the following open-loop state values

x(z1) =



1.0000
0.7271
0.6010
0.5449
0.5200
0.5089
0.5040
0.5018
0.5008
0.5003
0.5002
0.5001
0.5000

...
0.5000



x(z2) =



0.9720
0.7087
0.5928
0.5413
0.5184
0.5082
0.5036
0.5016
0.5007
0.5003
0.5001
0.5001
0.5000

...
0.5000



x(z3) =



0.8960
0.6734
0.5771
0.5343
0.5153
0.5068
0.5030
0.5013
0.5006
0.5003
0.5001
0.5001
0.5000

...
0.5000


we can see that the boundary condition is not verified, while if we check the corre-
sponding closed-loop state values

x(z1) =



1.0000
0.6338
0.5197
0.4771
0.4610
0.4550
0.4528
0.4519
0.4516
0.4515
0.4514

...
0.4514



x(z2) =



0.9720
0.6338
0.5197
0.4771
0.4610
0.4550
0.4528
0.4519
0.4516
0.4515
0.4514

...
0.4514



x(z3) =



0.8960
0.6157
0.5130
0.4745
0.4601
0.4547
0.4526
0.4519
0.4516
0.4515
0.4514

...
0.4514


it appears that the boundary condition is verified at all time (except at t = 0, which
is predictable as the initial state verifies the boundary condition for the PDE system
only). One should note, though, that the discretized boundary conditions might actu-
ally be too strong. Although they obviously tend to the nominal boundary conditions
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when n tends to infinity, they are still pretty stiff for a fixed n as it actually corresponds
to a condition of equality between x(z1) and x(z2), and between x(zn−1) and x(zn). A
possible way to weaken the condition would be to consider inequalities instead, as(

|C(n)
1 x(n)|
|C(n)

2 x(n)|

)
<

(
ε
(n)
1

ε
(n)
2

)

where C(n)
i denotes the ith row of the matrix C(n), and where ε

(n)
1 , ε

(n)
2 ∈ IR+ tend

to zero when n tends to infinity. However, the theoretical results of Subsection 2.4.1
could not be applied anymore as the discretized boundary conditions would then con-
sist in (strict) inequalities. Some adjustments would then be needed.



Chapter 3

Positive nonlinear
time-invariant PDE systems

3.1 From a positive stabilization problem to an invari-
ant stabilization problem

Let us consider a positive nonlinear finite-dimensional system described by the equa-
tion

ẋ = f (x) (3.1.1)

with x(0) = x0, where f (x) is a continuously differentiable function (this property
guarantees the existence and uniqueness of the solution of (3.1.1), see e.g. (Khalil
2002, Section 2.2)). Now obviously, all the previous results were designed for linear
systems, so it might be useful to find a way to apply these results to nonlinear systems.

Assume that there exists an equilibrium xe for the system (3.1.1), i.e. f (xe) = 0.
The positive stabilization problem goes as follows: we want to design a feedback
matrix K such that the closed-loop system is positive and the closed-loop trajectory
converges towards the equilibrium xe. In order to do so, let us approximate the non-
linear system (3.1.1) by a linear one, by using the Jacobian matrix of f (x) (see e.g.
(Khalil 2002, Sections 3.3 and 11.2)). We then obtain a linearized system described
by the equation

ẋl = Axl

where xl := x− xe. This change of variable implies that the equilibrium xe corre-
sponds to the origin for the linearized system. Therefore, in order to ensure that the
nominal (nonlinear) system is positive and that the closed-loop state trajectory con-
verges towards the equilibrium xe, one has to design the feedback matrix K such that
the closed-loop linearized system is Cx̄-invariant, with x̄ = −xe (see Section 1.4.1),
and stable.

89
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By doing so, we fall in the class of problems described in Subsections 1.4.1, 1.4.2
and 1.4.3. One can then solve the invariant stabilization problem for the linearized
system by using the previous theoretical results, and afterwards check the relation
between the nonlinear system and the linearized one in order to extend the feedback
matrix to the nominal nonlinear system (see e.g. (Beauthier 2011, Chapter 8)).

3.2 Application: a tubular biochemical reactor model
In order to illustrate Section 3.1, let us introduce a relevant application: a dynamical
nonlinear model of a fixed bed tubular biochemical reactor with axial dispersion (see
(Dramé et al. 2008)). Tubular biochemical reactors have been studied a lot in the con-
trol field and have motivated many research activities (see e.g. (Aksikas, Winkin and
Dochain 2007), (Christofides and Daoutidis 1998), (Laabissi et al. 2001), (Laabissi,
Winkin, Dochain and Achhab 2005), (Logist, Saucez, Van Impe and Vande Wouwer
2009), (Smith and Zhao 1999), (Vande Wouwer et al. 2014) and references therein,
(Wang, Krstić and Bastin 1999), (Winkin et al. 2000)). The dynamics of such systems
are described by nonlinear partial differential equations and the nonlinearity of the
model comes from the substrate inhibition term in the model equations.

3.2.1 Description of the system
The model described in this section comes from (Dramé et al. 2008). It is a tubular
reactor containing a living biomass that feeds on a substrate. The inlet substrate is
injected into the reactor via its first extremity, and diffuses within the reactor (see
Figure 3.1). The reaction is considered autocatalytic, which means that the biomass is
not only a product of the reaction but also a catalyst of that reaction.

S, X
Sin S, X

Figure 3.1: Scheme of the tubular biochemical reactor

Applying the mass balance principles to the limiting substrate concentration S(z, t)
and the living biomass concentration X(z, t) leads to the positive nonlinear system
described by the partial differential equations{

∂S
∂ t = D ∂ 2S

∂ z2 −ν
∂S
∂ z − kµ(S,X)X

∂X
∂ t = −kdX +µ(S,X)X

(3.2.1)

with boundary conditions{
D ∂S

∂ z (0, t)−νS(0, t)+νSin = 0
∂S
∂ z (L, t) = 0

(3.2.2)
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for all t ≥ 0. The substrate inhibition is expressed by the law

µ(S,X) = µ0
S

KSX +S+ 1
Ki

S2
.

Remark 12 Note that this law describes a variant of Haldane kinetics as S2 appears
in the denominator, but also X. This implies that when S increases, µ tends to zero. In
other words, feeding the biomass too much makes its mortality prevail. When dealing
with Monod kinetics there is no S2 term in the denominator, implying that µ tends
to one when S tends to infinity and thus that the model does not take account of a
potential overfeeding of the biomass.

In the previous equations, D, k, kd , KS, Ki, Sin, ν and µ0 are all positive parame-
ters: D, ν and kd denote the axial dispersion coefficient, the superficial fluid velocity
and the kinetic constant, respectively. The parameters k and KS are dimensionless, and
Ki has the dimension of a concentration. The growth rate µ(S,X) has the dimension
of the inverse of a time and Sin is the inlet limiting substrate concentration, so that
0 ≤ S ≤ Sin due to the saturation condition. Finally, z ∈ [0,L] and t ≥ 0 denote the
spatial and time variables respectively, and L denotes the length of the reactor.

One can observe in (3.2.1) that the two first terms in the substrate equation are
simply diffusion and convection terms, respectively. The third term represents the
consumption of the substrate. The first term of the biomass equation represents its
mortality, while the second term represents its growth as it feeds on the substrate. The
inlet substrate acts as in the input in the first boundary condition, as seen in (3.2.2).
The well-posedness of the model is shown in (Dramé et al. 2008, Section III.A.).

The objective of this chapter is to stabilize the system around one of its equilib-
ria, corresponding to an interesting biomass concentration profile, as suggested in the
perspectives of (Dramé et al. 2008).

Remark 13 Depending on the application and the main objective, one could try not
to optimize the biomass production, but to optimize the substrate inhibition in order
to get rid of it. This could happen if, for example, one wants to wipe pollutant sub-
stances out. One could then study the model around a stable equilibrium, and deal
with disturbance rejection.

Let us first introduce an equivalent dimensionless infinite-dimensional system de-
scription. We define the new state variables

x̃1 :=
Sin−S

Sin
and x̃2 :=

X
Sin

(3.2.3)

and the new spatial and time variables

ζ :=
z
L

and τ :=
ν

L
t,
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respectively. This leads to a model equivalent to (3.2.1)-(3.2.2) and described by the
partial differential equations{

∂ x̃1
∂τ

= 1
Pe

∂ 2 x̃1
∂ζ 2 − ∂ x̃1

∂ζ
+ kµ̃(x̃1, x̃2)x̃2

∂ x̃2
∂τ

= −γ x̃2 + µ̃(x̃1, x̃2)x̃2

with boundary conditions{
1
Pe

∂ x̃1
∂ζ

(0,τ)− x̃1(0,τ) = 0
∂ x̃1
∂ζ

(1,τ) = 0

for all τ ≥ 0. The modified substrate inhibition law is given by

µ̃(x̃1, x̃2) = β
(1− x̃1)

KSx̃2 +(1− x̃1)+α(1− x̃1)2

where the constants α , β , γ and Pe (the Péclet number) are given by

α :=
Sin

Ki
, β :=

L
ν

µ0, γ :=
L
ν

kd and Pe :=
νL
D

,

respectively. The equilibrium profiles are solutions of
1
Pe

x̄′′1− x̄′1 + kµ̃(x̄1, x̄2)x̄2 = 0

−γ x̄2 + µ̃(x̄1, x̄2)x̄2 = 0
1
Pe

x̄′1(0)− x̄1(0) = x̄′1(1) = 0.

(3.2.4)

The existence of multiple equilibrium profiles is shown in (Dramé et al. 2008) by using
a perturbation theory. More precisely, it is stated in (Dramé et al. 2008, Proposition
4.1) that there exist D∗ > 0 sufficiently large and ν∗ > 0 such that for all D ≥ D∗

the system (3.2.4) has at least two non trivial solutions if the parameter ν satisfies
0 ≤ ν < ν∗, and at least one non trivial solution if ν = ν∗. System (3.2.4) has then
up to three distinct solutions, thus corresponding to equilibrium profiles for the initial
system. One should note that for all the forthcoming simulations, the values of the
parameters are the same as in (Dramé et al. 2008, Section IV.):

Parameter Value

Sin 10
Ki 5
µ0 0.65
kd 0.26
D 1.3
L 1
k 7

KS 3
ν 0.03
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With this set of parameters, it can be shown that there exist three distinct equilibria.
The MATLAB routine for the equilibria computation can be found in Table 3.1.

1 % system equations
2 function dx = biochemical(z,x)
3 dx = zeros(2,1);
4 dx(1) = x(2);
5 dx(2) = (1/D)*(nu*x(2) - (k*L*(1-x(1))*(M+alpha*kd*

x(1)))/KS);
6

7 % boundary conditions
8 function bc = boundary(xa,xb)
9 bc = [D*xa(2) - nu*xa(1) ; xb(2)];

10

11 % solving the equations
12 solinit = bvpinit(linspace(0,1,5),[0.2 1]);
13 sol = bvp4c(@biochemical,@boundary,solinit);
14 xint = linspace(0,1,5);
15 X1 = deval(sol,xint);
16 X2 = zeros(length(X1(1,:)),1);
17 for i = 1:length(X1(1,:))
18 X2(i) = ( (1-X1(1,i))*(M+alpha*kd*X1(1,i)) ) / (

kd*KS);
19 end

Table 3.1: Equilibria computation for the biochemical reactor model

The first equilibrium, stable, is the trivial solution (x1,x2) = (0,0) which corre-
sponds to the reactor washout (S̄, X̄) = (Sin,0) with the initial state variables. The
second equilibrium, denoted by (x∗1,x

∗
2), is locally asymptotically stable and corre-

sponds to the case where both the substrate concentration and the biomass concentra-
tion are decreasing along the reactor: the substrate concentration is too small so the
death effect prevails over the growth of the biomass (see Figure 3.2). The last equilib-
rium, denoted by (x̄1, x̄2), is unstable and corresponds to the case where the substrate
concentration is decreasing along the reactor while the biomass concentration is in-
creasing: the substrate concentration is large enough, leading to an "optimal" biomass
concentration profile as the biomass concentration efficiently grows along the reactor
(see Figure 3.3). One should note that the profiles depicted in Figures 3.2 and 3.3 are
in the nominal set of variables (S,X) for a better viewing and understanding of the
physical configurations.
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Figure 3.2: Stable equilibrium profiles (x∗1,x
∗
2)
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Figure 3.3: Unstable equilibrium profiles (x̄1, x̄2)

As we implemented a routine that numerically solves the PDEs that describe the
nominal nonlinear system (the MATLAB routine can be found in Table 3.2), we can
check the behavior of the (open-loop) system around the three equilibria.
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1 % system equations
2 function [c,f,s] = PDEfunction(z,t,x,DxDz)
3 c = [1 ; 1];
4 f = [1/Pe ; 0] .* DxDz;
5 s = [-DxDz(1) + k*mu*x(2) ; -gamma*x(2) + mu*x(2)];
6

7 % boundary conditions
8 function [pl,ql,pr,qr] = PDEboundary(zl,xl,zr,xr,t)
9 pl = [-xl(1) ; 0];

10 ql = [1 ; eps];
11 pr = [0 ; 0];
12 qr = [Pe ; eps];
13

14 % initial condition
15 function x0 = PDEinit(z)
16 CI = biochemicalODE(); % equilibrium computation
17 x0 = [CI(round(z*50+1),1) ; CI(round(z*50+1),2)];
18

19 % solving system equations
20 z = linspace(0,1,51);
21 t = linspace(0,5,51);
22 m = 0;
23 sol = pdepe(m,@PDEfunction,@PDEinit,@PDEboundary,z,

t);
24 x1 = sol(:,:,1);
25 x2 = sol(:,:,2);

Table 3.2: Solving the PDE problem with pdepe
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There is no point studying the trivial equilibrium (x1,x2) = (0,0) as the biomass
concentration will obviously remain null at all time. Now regarding the second equi-
librium (x∗1,x

∗
2) and considering it as the initial condition of the problem, one can

observe its stability in Figures 3.4 and 3.5 as the latter depict constant state profiles.
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Figure 3.4: Substrate concentration trajectory (x0 = (x∗1,x
∗
2))
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Figure 3.5: Biomass concentration trajectory (x0 = (x∗1,x
∗
2))
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The third equilibrium (x̄1, x̄2), the one we are interested in, is used as the initial
condition in Figures 3.6 and 3.7. One can see that, though the state trajectories remain
still during the first seconds, numerical errors due to the discretization and numeri-
cal integration inevitably lead to slight variations that highlight the unstability of the
equilibrium.
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Figure 3.6: Substrate concentration trajectory (x0 = (x̄1, x̄2))
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Figure 3.7: Biomass concentration trajectory (x0 = (x̄1, x̄2))
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Figures 3.8 and 3.9 show these trajectories on a larger time interval, which also
illustrate the positivity of the nominal nonlinear system, the saturation condition, and
the attractivity of the trivial equilibrium.
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Figure 3.8: Substrate concentration trajectory (x0 = (x̄1, x̄2))
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Figure 3.9: Biomass concentration trajectory (x0 = (x̄1, x̄2))
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It is possible to manually compensate the numerical error, of course, by adding
some perturbation on the initial condition. For example, in Figures 3.10 and 3.11
we choose the initial condition x0 = 1.0003 x̄ that obviously leads to a more static
behavior.
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Figure 3.10: Substrate concentration trajectory (x0 = 1.0003(x̄1, x̄2))
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Figure 3.11: Biomass concentration trajectory (x0 = 1.0003(x̄1, x̄2))
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Now let us go back to system (3.2.1)-(3.2.2). The objective is to stabilize the
system around the unstable equilibrium to obtain the "optimal" biomass concentration
profile. We will denote this desired equilibrium by (S̄, X̄), and regarding the change
of variables (3.2.3) one can see that{

S̄ = Sin−Sinx̄1 = Sin(1− x̄1)

X̄ = Sinx̄2.

In order to apply the theoretical results developed in this work, we linearize the system
around the equilibrium. This leads to the LTI system described by the equations

∂ S̃
∂ t

= D
∂ 2S̃
∂ z2 −ν

∂ S̃
∂ z
− k

c1

c3
S̃− k

c2

c3
X̃

∂ X̃
∂ t

=
c1

c3
S̃+
(

c2

c3
− kd

)
X̃

with boundary conditions{
D ∂ S̃

∂ z (0, t)−ν S̃(0, t)+ν S̃in = 0
∂ S̃
∂ z (L, t) = 0

where
S̃ := S− S̄, X̃ := X− X̄ , S̃in := Sin− S̄in

and

c1 = µ0

(
KSX̄2− 1

Ki
X̄ S̄2

)
,

c2 = µ0

(
S̄2 +

1
Ki

S̄3
)
,

c3 =

(
KSX̄ + S̄+

1
Ki

S̄2
)2

.

Discretizing this system by the finite difference method, adopting a similar scheme as
in Section 2.2, considering n discretization points zi, i= 1, ...,n, with z1 = 0, zn = L and
∆z= L/(n−1) the discretization step, leads to the finite-dimensional system described
by the equation

ẋ(n) = A(n)x(n)+b(n)u (3.2.5)

where

A(n) =

(
A(n)

1 A(n)
2

A(n)
3 A(n)

4

)
∈ IR2n×2n,

b(n) =
(

ν 0 · · · 0
)T
∈ IR2n
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and
x(n) =

(
S(z1) · · · S(zn) X(z1) · · · X(zn)

)T
∈ IR2n

and u is the input. The submatrices of A(n) are given by

A(n)
1 =



−D
∆z2 − ν

∆z − k c1,1
c3,1

D
∆z2 0 · · · 0

D
∆z2 +

ν

∆z
−2D
∆z2 − ν

∆z − k c1,2
c3,2

D
∆z2

...

0
...

...
. . . . . . . . . 0

... D
∆z2 +

ν

∆z
−2D
∆z2 − ν

∆z − k c1,n−1
c3,n−1

D
∆z2

0 · · · 0 D
∆z2 +

ν

∆z
−D
∆z2 − ν

∆z − k c1,n
c3,n


,

A(n)
2 =


−k c2,1

c3,1

. . .

−k c2,n
c3,n

 ,

A(n)
3 =


c1,1
c3,1

. . .
c1,n
c3,n


and

A(n)
4 =


c2,1
c3,1
− kd

. . .
c2,n
c3,n
− kd


with ci, j := ci(z j) for all i = 1, ...,3, for all j = 1, ...,n.

3.2.2 Considering a cone
As we want to regulate the state so that it converges to the equilibrium, one can easily
see that this problem falls in the class described in Subsection 1.4.1. Indeed, we want
to stabilize the linearized system so that the state variables are such that S̃ ≥ −S̄ and
X̃ ≥−X̄ . Considering the discretized system, we can introduce

x̄ :=−
(

S̄(z1) · · · S̄(zn) X̄(z1) · · · X̄(zn)
)T
∈ IR2n

and we define the cone

Cx̄ := {x ∈ IR2n | xi ≥ x̄i, i = 1, ...,2n}.
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The problem is now to design a feedback matrix K that leads to the stability of the
closed-loop system and to the invariance of the cone Cx̄. However, regarding Theorem
1.4.2, the closed-loop matrix has to be Metzler in order for the cone Cx̄ to be invariant.
This is impossible as A(n)

2 and A(n)
3 are nonpositive matrices, and b(n) only acts on the

first row of A(n). A possible way to address this issue is to add a new input to the
system: the dilution rate. This is a standard way to achieve a better control of the
system (see e.g. (Alwan 2012), (Henson 2010)). System (3.2.1)-(3.2.2) then becomes{

∂S
∂ t = D ∂ 2S

∂ z2 − (ν +θ) ∂S
∂ z − kµ(S,X)X

∂X
∂ t = −kdX +µ(S,X)X

with boundary conditions{
D ∂S

∂ z (0, t)− (ν +θ)S(0, t)+(ν +θ)Sin = 0
∂S
∂ z (L, t) = 0

for all t ≥ 0, where θ is the dilution rate. Linearizing and discretizing the system leads
to a similar model as (3.2.5) except that

B(n) =



ν −S̄(0)+ S̄in− ∂ S̄
∂ z (z1)

0 − ∂ S̄
∂ z (z2)

...
...

0 − ∂ S̄
∂ z (zn)

0 0
...

...
0 0


∈ IR2n×2

and

K(n) =

(
k1,1 · · · k1,2n

k2,1 · · · k2,2n

)
∈ IR2×2n.

Obviously, it is still impossible to act on A3 and make it nonnegative, which seems
logical as one cannot control the biomass directly but the substrate only. However,
as A(n)

3 entries are relatively close to zero (around −0.0008) one could approximate

A(n)
3 = 0 for the design of K(n) only, then use Proposition 1.1.3 and solve the problem

either by solving the matrix equation directly (see e.g. (Golub and Van Loan 1996,
Algorithm 4.3.3)) or by parameterizing the solutions as in Section 2.2. The second
method requires a bit of work and calculation but is actually feasible. First, one has
to set conditions over K(n) to ensure the Metzler property of the closed-loop system.
Then, using Proposition 1.1.3, mathematical induction and the previously computed
Metzler conditions in order to simplify the calculations, one can parameterize and
rewrite a particular set of solutions for v. This leads to the α-parameterization (with
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αn > 0 arbitrary)

vn = αn

vn−1 =
−1
p

αn−1−
qn

p
αn

vn−i =
i+1

∑
k=1

fkαn−i+k−1 i = 2, ...,n−1

with 

f1 =
−1
p

f2 =
qn−i+1

p2

f j =
−r
p

f j−2 +
−qn−i+ j−1

p
f j−1 j = 3, ..., i

fi+1 = r fi−1 +qn fi

and where

p =
Da

∆z2 +
ν

∆z

qi =
−2Da

∆z2 −
ν

∆z
− k

c1,i

c3,i
i = 2, ...,n−1

qn =
−Da

∆z2 −
ν

∆z
− k

c1,n

c3,n

r =
Da

∆z2 .

Although there exist solutions to this problem, one can show (analytically or nu-
merically, the MATLAB routine that checks the feasibility of the problem can be found
in Table 3.3) that the condition

(A(n)+B(n)K(n))x̄≥ 0

is not compatible, implying that it is possible to positively stabilize the system con-
sidering a nonnegative initial condition, i.e. an initial condition that is higher than
the equilibrium regarding the nominal system, but not to Cx̄-invariably stabilize the
system.
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1 a = zeros(2*n^2-n,2*n);
2 b = zeros(2*n^2-n,1);
3 f = zeros(2*n,1);
4 for i = 1:n
5 a(i,:) = -x_bar’;
6 b(i) = (A(i,:)*x_bar)/B(i,2);
7 end
8 for i = 1:n
9 test_a = -B(i,2)*eye(2*n,2*n);

10 test_a(i,:) = [];
11 a(n+(i-1)*(2*n-1)+1:n+i*(2*n-1),:) = test_a;
12 test_b = A(i,:)’;
13 test_b(i) = [];
14 b(n+(i-1)*(2*n-1)+1:n+i*(2*n-1)) = test_b;
15 end
16 [SOL,FVAL,EXITFLAG] = linprog(f,a,b);
17 BK = B(:,2)*SOL’;
18 test = (A+BK)*x_bar;
19 for i = 1:2*n
20 if test(i) < 0
21 disp(’Fail’)
22 end
23 end

Table 3.3: Checking the feasibility of the cone invariance problem

Result: Figures 3.12 and 3.13 show the open-loop system trajectories, and one can
easily see that it is unstable. Figures 3.14 and 3.15 show the closed-loop system
trajectories that are obviously converging towards the equilibrium. They stay above
the equilibrium at all time as we considered an initial condition x0� 0 regarding the
linearized system, i.e. x0�−x̄ regarding the nominal system. More precisely, we set
n = 11 and we choose

x0 =
(

∆z · · · ∆z 0.01∆z · · · 0.01∆z
)
∈ IR22

which is close enough to the equilibrium, a requirement when working with a lin-
earized system to ensure the relevance of the obtained results. The MATLAB routines
for the feedback design can be found in Tables 3.4 and 3.5.
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Figure 3.12: Open-loop substrate concentration trajectory (n = 11)
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Figure 3.13: Open-loop biomass concentration trajectory (n = 11)
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Figure 3.14: Closed-loop substrate concentration trajectory (n = 11)
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Figure 3.15: Closed-loop biomass concentration trajectory (n = 11)
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1 % computing the vector v (see Golub p.153)
2 q = 2; % upper bandwidth
3 U = zeros(n,n); % upper band matrix
4 for i = 1:n-1
5 U(i,i) = -((D/Delta^2)+(nu/Delta));
6 end
7 U(n,n) = 1;
8 for i = 1:n-1
9 U(i,i+1) = (2*D)/(Delta^2) + (nu/Delta) + (k*c1(

i+1))/c3(i+1);
10 end
11 for i = 1:n-2
12 U(i,i+2) = -(D/Delta^2);
13 end
14 Alpha = zeros(n,1);
15 for i = 1:n
16 Alpha(i) = 1;
17 end
18 for j = n:-1:1
19 Alpha(j) = Alpha(j)/U(j,j);
20 for i = max(1,j-q):j-1
21 Alpha(i) = Alpha(i) - U(i,j)*Alpha(j);
22 end
23 end
24 v = zeros(2*n,1);
25 v(1:n) = Alpha;

Table 3.4: Computation of v via (Golub and Van Loan 1996, Algorithm 4.3.3)
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1 % computing the feedback K
2 omega = 10; % free parameter for K_11
3 K = zeros(2,2*n);
4 for i = n+2:2*n-1
5 K(2,i) = (k*(c2(i-n)/c3(i-n))) / (-(equi(i-n

+1,1)-equi(i-n,1))/Delta);
6 end
7 K(2,2*n) = (k*(c2(n)/c3(n))) / (-(equi(n,1)-equi(n

-1,1))/Delta);
8 K(1,1) = (( (D/Delta^2)+(nu/Delta)+(k*(c1(1)/c3(1))

)-(-equi(1,1) + equi_input - ((equi(2,1)-equi
(1,1))/Delta))*K(2,1) ) / nu) - omega;

9 K(1,2) = ((equi(1,1) - equi_input + ((equi(2,1)-
equi(1,1))/Delta))/nu)*K(2,2) - (D/(nu*Delta^2)
);

10 for i = 3:n-1
11 K(1,i) = ((equi(1,1) - equi_input + ((equi(2,1)-

equi(1,1))/Delta))/nu)*K(2,i);
12 end
13 K(1,n) = ((equi(1,1) - equi_input + ((equi(n,1)-

equi(n-1,1))/Delta))/nu)*K(2,n);
14 K(1,n+1) = ((equi(1,1) - equi_input + ((equi(2,1)-

equi(1,1))/Delta))/nu)*K(2,n+1) + ((k*c2(1))/(
nu*c3(1)));

15 for i = n+2:2*n-1
16 K(1,i) = ((equi(1,1) - equi_input + ((equi(2,1)-

equi(1,1))/Delta))/nu)*K(2,i);
17 end
18 K(1,2*n) = ((equi(1,1) - equi_input + ((equi(2,1)-

equi(1,1))/Delta))/nu)*K(2,2*n);

Table 3.5: Feedback design using v

3.2.3 Considering a sector
As the Metzler property is obviously too strong, we can focus on the invariance of a
sector around the equilibrium. This makes sense as we are working on a linearized
system: we do not need all initial conditions to yield the set invariance, but only those
that are "close" to the equilibrium. This allows to weaken the Metzler property, though
one has to ensure that the state trajectory stays in the sector at all time which is a sup-
plementary restriction: see Subsection 1.4.2, Theorem 1.4.4, and Corollaries 1.4.5
and 1.4.6. Unfortunately, it can actually be shown that these new conditions are also
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too strong and thus unfeasible (the MATLAB routines that check the feasibility of the
problem can be found in Tables 3.6 and 3.7), which means that one cannot expect to
ensure the invariance of a given sector while stabilizing the system. One should also
note that considering all the possible cases in Corollary 1.4.5, there are 2n conditions
to verify which can be very costly as n grows when implemented as a routine.

1 % Using LMIs
2 tab={};
3 for i = 1:2*n
4 tab = cat(2,tab,x_double(i,:));
5 end
6 x_hat = allcomb(tab{:}); % preconceived function
7 Id = eye(2*n,2*n);
8 setlmis([]);
9 Q = lmivar(1,[2*n 1]);

10 Y = lmivar(2,[2 2*n]);
11 lmiterm([-1 1 1 Q],1,1); % Q
12 lmiterm([2 1 1 Q],A,1,’s’); % AQ+QA’
13 lmiterm([2 1 1 Y],B,1,’s’); % BY+Y’B’
14 for i = 1:length(y_hat)
15 for m = 1:2*n % Qy_hat >= x_hat + eps
16 lmiterm([-(2*i+1) 1 1 Q],diag(Id(m,:)),y_hat(

i,:)’*Id(m,:));
17 end
18 lmiterm([-(2*i+1) 1 1 0],-diag(x_hat(i,:)’));
19 lmiterm([-(2*i+1) 1 1 0],-eps*eye(2*n,2*n));
20 for m = 1:2*n % Qy_hat <= x_hat - eps
21 lmiterm([2*i+2 1 1 Q],diag(Id(m,:)),y_hat(i

,:)’*Id(m,:));
22 end
23 lmiterm([2*i+2 1 1 0],-diag(x_hat(i,:)’));
24 lmiterm([2*i+2 1 1 0],eps*eye(2*n,2*n));
25 disp(i);
26 end
27 Eigen_LMIs = getlmis;
28 [tmin,xfeas] = feasp(Eigen_LMIs);
29 Q = dec2mat(Eigen_LMIs,xfeas,Q);
30 Y = dec2mat(Eigen_LMIs,xfeas,Y);
31 K = Y/Q;

Table 3.6: Checking the feasibility of the sector invariance problem using LMIs
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1 % Using the linprog function
2 tab = {};
3 for i = 1:2*n
4 tab = cat(2,tab,x_double(i,:));
5 end
6 x_hat = allcomb(tab{:}); % allcomb is a

preconceived function
7 a = zeros(n*length(x_hat),2*n);
8 b = zeros(n*length(x_hat),1);
9 f = zeros(2*n,1);

10 for i = 1:n
11 for j = 1:length(x_hat)
12 if (x_hat(j,i) > 0)
13 a((i-1)*length(x_hat)+j,:) = x_hat(j,:);
14 b((i-1)*length(x_hat)+j) = (-A(i,:)*x_hat(

j,:)’)/B(i,2);
15 else
16 a((i-1)*length(x_hat)+j,:) = -x_hat(j,:);
17 b((i-1)*length(x_hat)+j) = -(-A(i,:)*x_hat

(j,:)’)/B(i,2);
18 end
19 end
20 end
21 [SOL,FVAL,EXITFLAG] = linprog(f,a,b);
22 BK = B(:,2)*SOL’;

Table 3.7: Checking the feasibility of the cone invariance problem using linprog

Result: Although the sector invariance problem is not feasible for the biochemical
reactor model, there is some interesting result that should be highlighted. As stated
before, the inputs only act on the substrate as it would make no sense to control the
biomass directly. This does not imply, however, that the sector invariance could not
be achieved anyway for the biomass. Indeed, one can actually design the upper bound
x̃ (not the lower bound x̄ as this one is fixed by nature) to ensure the sector invariance
of the biomass. Considering the particular structure of the matrices A(n)

3 and A(n)
4 , one

can see that the lower bound conditions are always verified. It is then sufficient to
check the upper bound conditions. A fast calculation shows that the sector invariance
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of the biomass is verified if x̃ is such that

x̃i <−

c2,i

c3,i
− kd

c1,i

c3,i

x̄n+i and x̃n+i >−

c1,i

c3,i
c2,i

c3,i
− kd

x̄i

for i = 1, ...,n. The fact that the arbitrary bounds can be used as parameters and tuned
to achieve some desired properties should be taken into account while studying this
kind of problems.

3.2.4 Considering Lyapunov level sets
In Subsection 3.2.2, it has been shown that Theorem 1.4.2 could not be applied on the
biochemical reactor model in order to design the feedback matrix because the condi-
tions were too strong. In Subsection 3.2.3 we restricted ourselves to a sector around
the equilibrium, which implies we did not need all initial conditions in the nominal
cone to yield the invariance. However, the state trajectory also had to stay in the sector
at all time, which was an additional condition that also appeared to be too strong.

In this subsection, we go further as we want to find a suitable solution to the prob-
lem. In order to do so, let us consider a different approach. As it seems that asking
the invariance of the cone or the sector for all initial conditions inside it is too strong,
we first stabilize the system around the equilibrium (by use of a Lyapunov inequality
for example, see Theorem 1.4.7), then compute a set of initial conditions around the
equilibrium which guarantees that the state trajectory is in the cone or in the sector at
all time. Again, this makes sense as we are working on a linearized model: limiting
ourselves to a neighborhood of the equilibrium is totally relevant.

Regarding Subsection 1.4.3, we could define the Lyapunov function V (x) = xT Px,
using the positive definite symmetric matrix P from the Lyapunov inequality. By
Theorem 1.4.10, we can compute

r = min
i∈{1,...,n}

{
det(P)x̄2

i

det(P[i])

}
which, we recall, is the smallest value such that V (x) = r is the equation of an ellipsoid
that is tangent to (at least) one hyperplane, and not secant with any other hyperplane.
This implies that the state trajectory remains in the ellipsoid (and thus in the cone)
at all time, as long as we choose an initial condition that is such that xT

0 Px0 ≤ r. Let
us set n = 11 once again: using the pole placement function place in MATLAB, we
compute a stabilizing feedback matrix

K :=
(

K1 K2

)
∈ IR1×22

for the biochemical reactor system given by



112 CHAPTER 3. POSITIVE NONLINEAR TIME-INVARIANT PDE SYSTEMS

K1 =



−1.9600
−1.9598
−1.9593
−1.9585
−1.9573
−1.9557
−1.9537
−1.9512
−1.9482
−1.9447
−1.9408



T

K2 =



115.3195
114.8117
114.3331
113.8834
113.4621
113.0690
112.7038
112.3662
112.0560
111.7731
111.5172



T

and we compute (by use of LMIs) a positive definite symmetric matrix P such that
(A+BK)T P+P(A+BK) is a negative definite matrix. Note that one could rewrite
the last condition as (A+BK)T P+P(A+BK) = −αI with α > 0 and use α as a
parameter to compute P in order to tune the shape of the level sets. Implementing
Theorem 1.4.10 (the MATLAB routine can be found in Table 3.8), we obtain the radius
r = 0.0061.

1 % computing K and P (Lyapunov matrix)
2 Poles = -abs(eig(A));
3 K = place(A,-B,Poles);
4 setlmis([]);
5 P = lmivar(1,[2*n 1]);
6 lmiterm([-1 1 1 P],1,1);
7 lmiterm([2 1 1 P],(A+B*K)’,1,’s’);
8 Eigen_LMIs = getlmis;
9 [tmin,xfeas] = feasp(Eigen_LMIs);

10 P = dec2mat(Eigen_LMIs,xfeas,P);
11

12 % computing r (contour line radius)
13 r_vec = zeros(2*n,1);
14 for i = 1:2*n
15 P_sub = P; P_sub(i,:) = []; P_sub(:,i) = [];
16 r_vec(i) = (det(P)*x_bar(i)^2)/det(P_sub);
17 end
18 r_Lyap = min(r_vec);

Table 3.8: Minimal Lyapunov level set radius computation
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Choosing

x0 =
(

0 · · · 0 −0.05∆z · · · −0.05∆z
)
∈ IR22

leads to the state trajectories depicted in Figures 3.16 and 3.17. As the condition
xT

0 Px0 = 0.0025 ≤ r is verified, one can expect the invariance of the corresponding
level set to be guaranteed at all time, which implies that the state trajectory will remain
in the cone.
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Figure 3.16: Closed-loop substrate concentration trajectory (n = 11)
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Figure 3.17: Closed-loop biomass concentration trajectory (n = 11)
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Now choosing

x0 =
(

20∆z · · · 20∆z −0.9x̄n+1 · · · −0.9x̄2n

)
∈ IR22

leads to the state trajectories depicted in Figures 3.18 and 3.19. This time we have
xT

0 Px0 = 1.2775 > r, which means we have no guarantee concerning the cone invari-
ance. Fittingly, a quick check of Figure 3.19 shows that the biomass concentration
does obviously not remain positive at all time.
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Figure 3.18: Closed-loop substrate concentration trajectory (n = 11)
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Figure 3.19: Closed-loop biomass concentration trajectory (n = 11)
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Figure 3.20 focuses on a shorter time interval, thus bringing a better visibility of
the invariance failure. In both cases, stabilization is achieved as expected, though, as
the feedback matrix K was designed for that specific goal only.
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Figure 3.20: Closed-loop biomass concentration trajectory (n = 11)

So, we had to compromise to bring a solution to the biochemical reactor invariant
stabilization problem as we could only ensure the invariance for a particular set of
initial conditions. However, this method brings an interesting and elegant geometric
approach, without any intricate calculation element, and that can be implemented as
a fast and efficient numerical algorithm. Furthermore, as stated before, as we work
on a linearized system it is relevant to focus on the equilibrium neighborhood only.
It actually goes even further. Let us discretize the nominal nonlinear system (3.2.1)-
(3.2.2). This leads to the nonlinear finite-dimensional model described by the equation

ẋ(n) = A (n)x(n)+E (n) f (x(n))+b(n)u (3.2.6)

where

A (n) =

(
A

(n)
1 0
0 A

(n)
2

)
∈ IR2n×2n,

E (n) =

(
E

(n)
1

E
(n)
2

)
∈ IR2n×n,

b(n) =
(

ν 0 · · · 0
)T
∈ IR2n,

x(n) =
(

S(z1) · · · S(zn) X(z1) · · · X(zn)
)T
∈ IR2n
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and

f : IR2n → IRn

x(n) 7→
(

µ(S(z1),X(z1))X(z1) · · · µ(S(zn),X(zn))X(zn)
)T

and u is the input. The submatrices of A (n) and E (n) are given by

A
(n)

1 =



−D
∆z2 − ν

∆z
D

∆z2 0 · · · 0

D
∆z2 +

ν

∆z
−2D
∆z2 − ν

∆z
D

∆z2

...

0
...

...
. . . . . . . . . 0

... D
∆z2 +

ν

∆z
−2D
∆z2 − ν

∆z
D

∆z2

0 · · · 0 D
∆z2 +

ν

∆z
−D
∆z2 − ν

∆z


,

A
(n)

2 =−kdI(n), E
(n)
1 =−kI(n) and E

(n)
2 = I(n).

One can easily see that linearizing this system would bring us back to system
(3.2.5). This is not surprising as linearizing and discretizing the nominal nonlinear
system should lead to the same model, regardless of the order in which we perform
these two operations. Now let us define the following concept (see (Beauthier 2011,
Definition 8.2.1), (Beauthier, Winkin and Dochain 2015, Definition 1)).

Definition 15 A nonlinear system is said to be locally positively state-invariant around
the equilibrium xe if there exists a neighborhood Ve of the equilibrium xe such that for
all x0 ∈Ve such that x0� 0, for all t ≥ 0, x(t)� 0.

Then we state the following result (see (Beauthier 2011, Theorem 8.2.1), (Beau-
thier et al. 2015, Theorem 1)).

Theorem 3.2.1 If there exists a linear feedback control law K such that the linearized
closed-loop system is stable and state-invariant with respect to the equilibrium xe, i.e.
such that

∀x0 ∈Cx̄, ∀t ≥ 0, x(t) ∈Cx̄

where x̄ = −xe and x(t) is the solution of the linearized closed-loop system, then the
resulting nonlinear closed-loop system is stable (the state trajectory converges to the
equilibrium) and locally positively state-invariant around xe.

This actually implies that, as we managed to design a stabilizing feedback for the
discretized linear system (3.2.5) that ensures the invariance of an ellipsoidal set in-
side the cone for some initial conditions, the properties also hold for the discretized
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nonlinear system (3.2.6). One can then easily compute a feedback matrix that guar-
antees that the closed-loop state trajectory is stable and remains in a given cone for
the discretized linear system, and be sure that these properties will be carried on when
working on the discretized nonlinear system. However, one can hardly state anything
about the nonlinear PDE system. It would then be interesting to check the convergence
of the stabilizing feedback matrix to a stabilizing feedback operator for the nominal
nonlinear system, as we did for the pure diffusion system in Section 2.3.
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Conclusion

They say "doubt everything", but I disagree.
Doubt is useful in small amounts,

but too much of it leads to apathy and confusion.
No, don’t doubt everything. QUESTION everything.

That’s the real trick.

– N. Sarabhai

In this work, a thorough analysis of the invariant stabilization problem of invari-
ant systems was provided, dealing with the finite- and infinite-dimensional, linear and
nonlinear cases.

As a first step we have shown with two formal proofs, one involving the state tra-
jectory analysis and the other involving an extended system, why it is not possible
to positively stabilize a positive system by use of a nonnegative input. In addition to
providing an essential piece of information on the positive stabilization problem, it
has served as a starting point for the design of positively stabilizing feedbacks, as it
already gave an indication of the feedback matrix structure. Then naturally we have
carried on and we have provided detailed methods enabling the parameterization of
all positively stabilizing feedbacks for a particular class of positive finite-dimensional
systems, namely single-input systems for which the input only acts on a single point
of the domain. It has then been explained that it is actually possible to generalize this
method to multiple-input systems for which the inputs act on any part of the domain,
though the problem would be a lot more complicated to solve and would probably
require some alterations and adjustments in order to obtain a refined and practical re-
sult as for the single-input systems case. Once these feedbacks have been designed, it
has been envisaged to go further in the positive stabilization problem by considering a
more general form of invariance. We then have introduced the concepts of cone invari-
ance (positivity being a particular case obviously, as it represents the invariance of the
nonnegative orthant) and we have extended this concept to that of sector invariance,
by adding upper bounds to the state. From then on, it has been possible to provide
some necessary and sufficient conditions that guarantee the invariance of such a sub-
set. Finally, we have developed a complementary result for the invariance of cones
or sectors, by exploiting the level sets of Lyapunov functions. Although this method
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restrains us to particular sets of initial conditions, it is far more flexible than the pre-
vious ones and subsequently guarantees finding a non-empty set of initial conditions
for which we achieve both stabilization and invariance. As the set can potentially be
restricted to a small neighborhood around the equilibrium, this method is particularly
adapted to linearized systems, for which it is relevant to work only locally around the
equilibrium.

As the previous results only apply to the case of linear finite-dimensional systems,
we have then looked into the case of linear infinite-dimensional systems. First, we
have shown why and how considering a nonnegative input could actually lead to the
positive stabilization of a positive system. When dealing with a PDE system where
the input acts in the boundary conditions, it is shown that it is possible to design an
equivalent expression of the system where the input acts in the dynamics. According
to the class of systems, the input change can consist in a simple sign inversion (with
intervention of a Dirac delta distribution), which means that a nonnegative input acting
in the boundary conditions is equivalent to a nonpositive input acting in the dynam-
ics and would thus make the positive stabilization of the system possible. We have
then studied the pure diffusion system with Neumann boundary conditions, consider-
ing both cases where the input acts in the boundary conditions or in the dynamics, as
we have discretized the system and applied the previous theoretical results. So, we
have provided a finite-dimensional model, using the finite difference method, that has
the same main features as the nominal system. We then have been able to parame-
terize all the positively stabilizing feedbacks for the pure diffusion model, along with
three different and peculiar subparameterizations to complete the main result, we have
performed some numerical simulations to support the theory, and we have shown the
convergence of the positively stabilizing feedback matrix to a positively stabilizing
feedback operator for the PDE system, as well as the convergence of the closed-loop
system to the closed-loop PDE system. To achieve this, we have carried out a study of
the numerical scheme, highlighting its consistency and its stability and thus its con-
vergence, as well as considered a state space approach. Finally, we have discussed a
question that has arised during the realization of the thesis, namely the status of the
boundary conditions when we discretize a PDE system, as they do not intervene in
the finite-dimensional models. Thus we have provided a methodology that allows the
positive stabilization of positive systems while ensuring that the boundary conditions,
that have also been discretized (as algebraic conditions) and converge to the nominal
boundary conditions, are verified at all time.

Finally, we have gone one more step further and have dealt with the case of posi-
tive nonlinear systems. We have explained how this class of problems can be reduced
to cone-invariant stabilization problems of positive linear systems that subsequently
fall in the class of systems that were studied previously. We have then analyzed a
technical and relevant application, namely a tubular biochemical reactor model, for
which we have described the model notably by performing an equilibria study that
showed us towards which "optimal" profile we wish the state to converge in order
to maximize the biomass production. Once this has been done, we have linearized
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the system around the desired equilibrium, then we have discretized the system in a
manner similar to that used for the pure diffusion system, using the finite difference
method. Thus we have been able to deal with the invariant stabilization problem of
a cone, which appeared not to be solvable for this particular model as the conditions
required for the cone invariance, or even for a sector invariance, have proved to be too
strong. We have then applied the results concerning Lyapunov functions level sets,
that made it possible to compute a set of initial conditions guaranteeing the invariance
of ellipsoidal subsets post-stabilization, all of which has been numerically illustrated
via simulations. Eventually, we have concluded this chapter by explaining that a pos-
itively stabilizing feedback for the linearized system is certainly positively stabilizing
for the nonlinear system (locally), which makes the previous results even more inter-
esting as they allow a quick and easy design of an invariably stabilizing feedback for
the nominal nonlinear system.

Numerous routines have been coded in MATLAB in order to perform the numerical
simulations for the pure diffusion system and the tubular biochemical reactor model.
The codes of the main routines can be found in the appendix.

Perspectives
When dealing with a general problem such as the invariant stabilization, for multiple
classes of systems, analytically and numerically, this opens a lot of doors and it is
subsequently always natural to consider further investigations that could reveal to be
very interesting and might complete the results that have been presented throughout
this work.

As mentioned previously, when designing the positively stabilizing feedbacks we
have considered a particular class of positive systems. It would be then interesting to
generalize these results to any type of positive system. It would also be interesting
to add some optimization aspect in the feedback design, i.e. to optimize the choice
of a positively stabilizing feedback in the admissible set with respect to some given
criterion.

Corollary 1.4.6 provides simple conditions for the invariance of a sector. However,
as previously stated, it is hardly practical in the current state as it requires information
that is only known after stabilizing the system. It could be useful to develop the result
and go further in order to check if it is possible to make it practical.

Lyapunov functions level sets have been deeply analyzed so that we obtained a
result that is geometrically appealing, simple enough and very efficient regarding the
computation time. However, studying the choice of the positive definite matrix P, or
even of other Lyapunov functions, could allow to tune the level sets so that they match
the considered cone or sector better. This way, one could improve the design of the
set of initial conditions.



122 CHAPTER 3. POSITIVE NONLINEAR TIME-INVARIANT PDE SYSTEMS

The results described in (Emirsjlow and Townley 2000) concerning the change of
input acting in the boundary conditions to an input acting in the dynamics are pre-
sented via particular examples only, namely the Heat equation and the Wave equa-
tion. It would be opportune to extend the results to entire classes of systems, e.g. to
convection-diffusion-reaction systems.

One could also find conditions over any discretized feedback so that it converges
to a positively stabilizing feedback for the nominal PDE system.

The question of the discretized boundary conditions preservation merits some
more attention, notably regarding the relevance or necessity of this kind of additional
conditions. As mentioned previously, it is possible to consider weaker conditions for
the discretized system, that would guarantee anyway that the boundary conditions of
the nominal system are verified when the discretization step tends to zero.

Chapter 3 shows via an application how to design a positively regulating feedback
for a positive nonlinear system by using a linearized and discretized model. It would
be interesting to develop and study the nonlinear closed-loop system, by applying the
feedback on the discretized nonlinear model, by performing numerical simulations,
and by studying the convergence of both the feedback and the resulting closed-loop
system, as it has been done for the pure diffusion system.

Finally, we can only encourage people to continue to develop and analyze relevant
and trendy applications, as this work notably aims to provide practical tools for this
kind of systems. There is no doubt that new questions would arise and it would be very
useful to extend and adapt the results of this work to interesting applications such
as, for example, population dynamics models, pharmacokinetics, renewable energy
devices and many others.
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