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Abstract

As aging population in our modern society grows progressively, and as life cost grows too, we are
faced to a generation of elderly population willing to live in their homes, in order to avoid stays in clinics
or retirement houses. But often, even those who can afford living in medical environments suffer from
solitude. This phenomenon appears because there is a shortage of nursing stuff, but also because old or
disabled persons are more and more abandoned by their families. For those reasons, the use of robots in
health care is having a huge success, since it brings a solution to the medical staff shortage as well as to
the economic issue.

In respect to this context, this thesis presents the development of a controller, for the Sony AIBO
(Artificially Intelligent roBOt) ERS-7 dog-like robot, projecting to make it find and fetch a newspaper
in a domestic environment, with the aim of being used as an entertainment pet by the elderly.

As this work covers many topics of the robotics domain - from perception to self-localization, dealing
with behaviours and motions - an overview of each of the concerned topics will be presented first.

These topics will also appear in the presentation of our contribution, with Perception being the most
important part, since it constitutes the main source of knowledge for the robot and therefore influences
its behaviours. In our work, Perception is based on image data processing, and behaviours are the result
of the execution of some pre-defined plans designed through Petri Nets formalism.

Finally, a critical view over the relevant and reliable character of the robots’ use in our daily life will be
exposed.

Keywords: Image segmentation, robotic localization, behaviour control
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Résumé

Dans notre société moderne, le taux de la population agée s’accroit progressivement, de méme que le
cott de la vie. Ainsi, nous nous trouvons face a une génération de personnes agées, qui désirent continuer
a vivre chez eux, et éviter les cliniques et les maisons de repos. Mais souvent, méme ceux qui peuvent se
permettre de vivre dans un centre médical, souffrent souvent de solitude. Ce phénomeéne est causé d’une
part par la pénurie de personnel médical, et d’autre part par ’abandon familial des personnes agées ou
handicapées.

Dans cet ordre d’idées, ce mémoire concerne le développement d’un controleur, pour le modéle ERS-7
du "robot chien" ATBO (Artificially Intelligent roBOt) fabriqué par Sony, qui lui permettrait de retrouver
et de prendre un journal dans un environnement domestique, afin que le robot puisse étre utilisé comme
un animal de compagnie par les personnes agées.

Ce travail recouvre plusieurs sujets liés au domaine de la robotique - allant de la perception a 'auto
localisation, en utilisant des comportements et des mouvements - c¢’est pourquoi une vue d’ensemble sera,
présentée pour les sujets concernés.

Ces mémes sujets se retrouvent aussi dans les sections ot nous présentons notre travail, dans lequel
la Perception est la partie la plus importante, vu qu’elle constitue dans notre cas, la principale source
de connaissance du robot et qu’elle influence les comportements de ce dernier. Dans notre travail, la
perception est basée sur les techniques de segmentation d’images, et les comportements sont gérés par
I’execution de plans concus sous forme de réseaux de Petri.

Enfin, nous exposerons une vue critique sur la pertinence et la fiabilité de I'utilisation des robots dans la
vie quotidienne.

Mots-clefs: Segmentation d’images, localization robotique, contréle de comportement
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Introduction

Background and context

Nowadays, elderly and disabled persons, suffer more and more from solitude. There are two reasons
to this phenomenon. At one side, these people are more and more abandoned by their families, but as
they can’t afford living in retirement houses or medical clinics, they live alone in their homes. At the
other side, there is a shortage in nursing staff, therefore even those who can afford medical help, don’t
always get the service.

Then robots, which have always been used as "cheap slaves", seem to fit for a solution to these issues.
For thirty years, researchers in Artificial Intelligence (AI) have been working hard to elaborate intelligent
machines, capable of being part of a solution to critical problems in our modern society. The new fashion
is the manufacturing of more "friendly" robots, serving not only as "slaves" but also as "companions".
Indeed, many research centers, be they in Universities or private institutions, work on the manufacturing
or implementation of human or animal-like robots, in order to be used as companions or to assist humans
(see articles in [28], [49]).

One example of such a robot is AIBO, the dog-like robot manufactured by the Digital Creature Labo-
ratory for Sony in Japan. AIBO was initially created to be a sophisticated toy, enriched with capabilities
such as playing with a ball, understanding voice commands, recognizing its owner etc. Hence, this robot
has also been serving scientific purposes since its creation in 1999 [68], ranging from promoting research
in AT through challenging competitions like Robocup [47], to serving as an entertainment pet for the
elderly [16] as described in Annex C.

Objectives

The aim of our internship in Rome, was to implement a new task for AIBO, consisting in making it
walk around in a domestic environment from one room to another, with the goal of finding and fetching
a newspaper.

Besides its funny appearance, this project was serve two purposes:

e AIBO will be used as an entertainment pet by elderly persons, be that in their own house or in a
retirement house or other medical environment. In this way we bring a solution to the "lonlyness"
phenomenon to which aged persons are faced.



e it was planned to participate with this work at the open challenge of the Robocup@Home compe-
tition (see Annex C),

However due to the short amount of time allocated for realizing the project (four months), and the delay
accumulated due to the acquisition of the basic knowledge (one month) on the robotics domain (which
was initially unknown to us), the objectives of our project were reduced to making ATBO navigate in one
single room, and only recognize the newspaper and approach it.

Our practical work mainly focused on two parts: Vision, since the camera data was the principle
source of knowledge that we used, and Decision Making or Behaviour Control, since the robot had to
react.

This thesis has two main goals. First, we provide an overview on machine vision, robot localization
and mapping, machine learning and decision making, and their corresponding concepts and methods.
Then we present useful and representative applications of some mathematical and probabilistic theories
(including some that we encountered during our studies at the University of Namur).

Outline

Figure 1! illustrates the structure of this thesis according to the main work flow of an autonomous
intelligent robot, where the ellipses represent sets of data serving as input or output at the different steps,
while the rectangles represent the main actions performed in the current step.

We start with the sensing step where data coming form robot sensors are processed in order to retrieve
information either about the robot state or its environment. In our case we only focus on image sensors,
providing robots with vision capability. That is why Chapter 1 is entirely dedicated to Computer Vision,
which deals with image acquisition and information extraction. The low-level information extracted by
the Sensing process, is used by the robot, which combines it with its high-level knowledge and extracts
information on its state or position, or on the position of surrounding objects. We classify this process as
the Interpreting process, since low-level data are interpreted to obtain high-level information. Chapter
2 presents this step. Chapter 3 deals with the main existing alternatives for the implementation of the
Decision making step?, where actions are performed producing motion requests for the robot actuators.

In the subsequent chapters we start the part of the thesis which more specifically concerns our work,
beginning with the AIBO’s hardware and software presentation in Chapter 4. In Chapter 5, we present
our image processing and interpreting implementation, where some sections are dedicated to the pre-
sentation of the related tools and encountered problems. Chapter 6 is specific to our work and is very
important, since it corresponds to the implementation of the object’s model and keeps track of the char-
acteristics of all the perceived objects. In Chapter 7 we expose our implementation of the decision making
process and the tool that was used. Then, in Chapter 8 we enter a debate over the ethical, economic and

IThe schema in figure 1, is inspired by the implementation architecture of the German Team. Indeed we adopted
their implementation architecture (see [65]), as well as SPQR and many other teams taking part in the RoboCup Soccer
competitions (see Annex C).

2Since the Acting step is a low-level part dealing with robot actuators and their motions, and since we only used existing
low-level actions (those implemented by SPQR), no Chapter is dedicated to this step.



scientific questions raised by the robotics field.

Finally, we conclude, with a presentation of the project’s results, its possible improvements, and fu-
ture development.

Annex A contains a sort of user guide, so that the robot can perform the implemented tasks properly.
Annex B presents a specific image pre-processing method that we studied during our internship but that
we didn’t use. Finally Annex C gives an overview of the research groups and working fields, which were

directly or indirectly involved in our practical experience.
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Chapter 1

Computer Vision

Computer Vision is a discipline that tries to imitate biological vision by making computers "under-
stand" an image: i.e. identifying and locating some features contained in it. Computer Vision serves
two main purposes; either providing image information to a human operator (e.g. medical imagery for
cancerous cell detection), or to support high-level processes for autonomous machines (e.g. navigation of
a robot in its environment).

When Computer Vision is applied on vision-based autonomous robots or to vision based inspection
systems, then we talk about Machine Vision. The main task for Machine Vision is image processing,
commonly divided into low-level and high-level processes.

Low level vision consists of four processing steps:

Image acquisition: to capture images by a vision sensor;

e Image pre-processing: to improve image quality for a better feature extraction in the future'. This
step allows to recover from defects in data caused by stripes, intensity differences, darkness or
transparency appearing in the image;

e Image segmentation: to separate objects of interest from the background on an image;

Object recognition: to extract properties of objects such as their size or their position in the image.

High level image processing steps try to imitate the human cognition system by recognizing or compar-
ing features in images, and our ability to make decisions, by taking into account information contained in
the image. These steps are based on the robot’s prior knowledge about the environment and on its goals
and plans which describe how to achieve these goals. The set of goals and prior knowledge constitute the
high-level knowledge of the robot.

In the following sections of this chapter, we will give an overview on the four low-level image processing
steps.

IThis process is optional since it depends on the image quality.



1.1 Image acquisition

1.1.1 Vision systems

Image acquisition depends on the vision system. We generally distinguish three types of vision
systems [32]:

e Monoscopic systems. They are composed by a single camera, providing only partial information on
the scene (because of the limited range of vision of the camera) depending on its orientation, and
representing only two dimensions.

e Omni-directional systems. They provide 360° images of, and can be obtained by combining a
normal camera with a mirror or a so-called fish-eye lens.

e Stereoscopic systems. They are composed by two or more normal cameras providing two different
views of the same scene, and therefore providing depth information.

Image acquisition also depends on the characteristics of the camera. Indeed, based on the camera we
use, we can obtain gray-scale or color images, and bad or good quality images.
When working in color-coded environments (i.e. color is an important factor for differentiating objects
from each other), it is important to perform a color calibration of the camera. Color calibration is the
process of mapping raw camera pixel values to color labels, such as green, yellow or blue. Of course, we
need an expert that knows how to calibrate the colors, and we need to choose between different color
representations, which are described in the following sub-section.

1.1.2 Color Spaces

Color is the most important information to be extracted from an image. Furthermore, one of the
biggest challenges when working in color-coded environments is to develop an architecture for robotic
vision that is independent of the present lighting conditions (see section 1.2 on image processing). In fact,
as each object in the environment is distinguished according to its color; e.g. in the RoboCup competi-
tions, the ball is orange and one of the goals is yellow. But if the lighting conditions change, the yellow
goal can be confused with the orange ball. This implies that the part of the system dedicated to image
processing, should not be sensitive to lighting changes, so that color classification will be independent of
the external environment.

As lighting in a domestic environment is quite variable, autonomous color classification was also an
important requirement for our work. But before giving a description of how this problem is currently
solved, we need to first introduce the notion of "color spaces".

The Intersociety Color Council has created a Universal Color Language, which classifies colors into
color spaces. A color space is a three-dimensional coordinate system where colors are represented in
terms of measurable values. Dozens of color spaces exist but the most known color models are RGB,
YUV and HSV.

RGB (Red Green Blue), is a set of primary colors used by video cameras, televisions and PC monitors.
When combined, these colors can create any other color on the spectrum. Such a space can be represented
by a three-dimensional system of Cartesian coordinates (figure 1.1). RGB is not efficient for real world



pictures, since it does not handle luminosity variation, as opposed to YUV.

Blue =(0,0, 1)

Cyan=00, 1,1

Magenta = (1,0, 13 Wihite =1, 1, 1

Green =(0,1, 00

i
Black = (0, 0, 0) +— 3w f--—-—--

Fied = (1, 0, )@ Ovellom = (1, 1, 0

Fig. 1.1: Color space [57]

YUV? is obtained as a linear transformation of RGB (see transformation formulas in [13]), where Y
gives information on the luminosity of the pixels, while U and V give information on their color. This color
space allows the representation of color information from the luminance component (which we perceive
as brightness), and is used worldwide for television and motion picture encoding standards (e.g. PAL)
or for JPEG/MPEG compression. However, there is interdependence between the three components, i.e.
when the luminosity on a pixel changes, its color changes too. So, this model is equally not adapted for
systems where changing lighting conditions are frequent.

There also exist more intuitive color spaces, modeled on how human beings perceive colors; HSV and
HSI models which are both non-linear transformations of the RGB color cube. In HSV (figure 1.2), H
stands for hue and represents the color, S stands for saturation and represents the "vibrancy" of the
color, wile V stands for value and represents the brightness of the color. This color space is also known
as HSB (Hue, Saturation, and Brightness).

Fig. 1.2: HSV color space [56]

2The YCbCr and YPbPr color spaces are derived from it and are sometimes inaccurately called YUV.



On the other hand, in HSI (figure 1.3), hue gives the color type, saturation gives the degree of color
contrast, and intensity gives the color brightness. It is similar to HSV but better reflects the intuitive
notion of "saturation" and "lightness" as two independent parameters. As you can see with the different
figures, HSI fits better for image processing which operates on the luminosity component, while HSV fits
better for manipulations on hue and saturation.

Fig. 1.3: HSI color space [55]



1.2 Image pre-processing

When image quality is poor, performing pre-processing useful. Generally, image pre-processing
consists in image sharpening (i.e. de-blurring fuzzy images), image normalization (i.e. normalizing image
brightness, contrasts or color intensity), noise reduction, feature suppression or enhancement, and edge
detection.

There are different ways of classifying image pre-processing methods in categories (see [63], [24]). Here
we only present two main categories which differ by the result they provide:

e Image degradation suppression methods, such as brightness transformation or Discrete Fourier
transform [24], can enhance images suffering from non homogeneous object illumination.

e Then we have the linear (or smoothing) and non-linear reduction filters. The former, are very easy
to implement due to their mathematical simplicity and are efficient in reducing noise, but they also
blur sharp edges. Meanwhile the latter reduces noise and still preserves the structures of the image,
i.e. texture and edges have still good quality.

Among the non-linear filters in literature we can find: Wavelet-transform [14], Local-information
based transform [6], Gradient Inverse Weighted [10], Weighted Median Filter [8], and SUSAN filter
(see Annex B).

In the literature edge detection, is generally presented among the pre-processing methods. In this
thesis, in the pre-processing step, we only consider image enhancement methods, while edge detection
techniques will be separately exposed in the segmentation processing step described in the following sec-
tion.

1.3 Image segmentation

Image Segmentation is the processing step that consists of separating features from background in
the image. To do so we must be able to differentiate their color classes. Thus, to perform correct seg-
mentation we must associate the correct color class to each pixel of the image.

Assigning to each pixel in the image, a color class among a predefined set of color classes, is possible
through color calibration of the camera, which consists on storing the pixel-color associations in specific
structures, called look-up tables (also known as color tables). Color calibration can either be performed
manually, or automatically.

Manual calibration consists of manually creating the look-up table off-line, e.g. before the robot starts
its task. There are two drawbacks to this method; it is time-consuming (since it is manual) and not robust
to lighting changes. In fact, suppose that lighting changes while the robot is executing its task, in this
case the look-up table does not fit anymore as showed in figure 1.4.



(a) (b)

Fig. 1.4: (a) segmentation of the image used to create the look-up table; (b) segmentation of the same image using the
same look-up table under different lighting conditions [34]

Other calibration approaches have been proposed to overcome these pitfalls, but none of them can
offer both automatic and adaptive calibration. Two groups appear in the literature [21]:

o Off-line automatic approaches. Here a representation of the colours of the environment is generated
off-line (e.g. before the robot is switched on and starts its task). This generation can either be
performed by an external program or by the robot itself. However, the same colour representation
is used during the whole task, since re-running the automatic calibration during the task (to adapt
to lighting changes), is very difficult to achieve.

e On-line adaptive approaches. These methods are robust to illumination changes since the colour
representation is dynamically adapted during run time, as in [21]. However, the computational
resources or time requirements for these methods are significant.

Once this colour association is performed and image is pre-processed if necessary, we can enter the
segmentation process. Generally the image segmentation procedures are regrouped in classes according to
the segmentation "attribute" they are based on (see [54]). Namely, the threshold-based methods perform
segmentation according to the pixels, edge-based methods according to edges in the image, region-based
methods according to regions. Those methods and the corresponding examples are presented in the fol-
lowing three subsections.

1.3.1 Threshold-based segmentation

The threshold-based or thresholding approach is conceptually the easiest segmentation approach, and
is based on pixel information [31].
Their objective is to separate the regions of the image corresponding to objects in which we are interested,
from the regions of the image that correspond to background.

First, the histogram of the intensity levels in the image is created (where the X-axis represents the
intensity values and the Y-axis the number of pixels corresponding to these values). Then the histogram
is analyzed in order to choose the intensity thresholds. this analysis results on separating the histogram
in several classes, those having values under a threshold and those having values above it. To all pixels



belonging to one of this classes is associated the same colour class.

Thresholding is efficient only when the difference between the intensity levels of objects and back-
ground is significant, and they have problems to cope well with image noise as well as with blurred edges.
Nevertheless if the image is previously corrected and noise is reduced by pre-processing methods, this
approach gives good results.

Thresholding methods can be divided in two main classes; static and dynamic thresholding. When thresh-
olds are fixed off-line (i.e. not during run time), we talk about static threshold. An example is given in
figure 1.5.

(a) (b) (c)

Fig. 1.5: (a) the original greyscale image; (b) the histogram corresponding to the input image (X-axis represents intensity
values, Y-axis represents the number of pixels); (c) image resulting by a segmentation with a global intensity threshold of
120 [45]

The threshold example in figure 1.5 is called the global threshold, which is distinguished from the
local or adaptive threshold, which takes into account the illumination changes in the image. Figure 1.6
shows the limits of the global threshold in presence of a not uniformly illuminated image.

Pixel value histogram

(a) (b) (¢)

Fig. 1.6: (a) the original greyscale image; (b) the corresponding histogram; (c) image resulting by a segmentation with a
global intensity threshold of 120 [45]

The use of static threshold can be extended to colour images [39], where a pair of thresholds is fixed
for each colour. But the static threshold implies that, while fixing the thresholds, there is a prior knowl-
edge about the content of the image. Indeed, for greyscale images we knew that the object is dark in a
bright background, and for colour images we know which colours may be present in the image, in order
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to fix the corresponding thresholds. Sometimes this prior knowledge is not available. Another drawback
of static thresholding, consists in its sensitivity to light changes. Indeed figure 1.6 gives a good example.
Imagine that the scene in the image in figure 1.6(a) had uniform illumination when we set its threshold
to 120. If a source of light reflects on the same scene during run time, as we can’t change the threshold,
the object of interest (here the T letter) risks to not be recognized. These drawbacks are overcome by
the dynamic threshold.

Dynamic threshold is thus performed on-line (i.e. during run time). The histograms related to the
chromatic components (e.g. hue, saturation and colour for HSV), are generated first. Then they are
scanned in order to compute the best threshold, according to the following algorithm:

e calculate the two absolute maxima of the histogram, which distance between them is inferior to a
pre-defined value,

e calculate the minimum value between the two maxima, and set this value as the new threshold,

e apply the first three steps to the two portions of the histogram separated by the previously fixed
threshold, until it becomes impossible to repeat the process.

Many algorithms based on dynamic threshold exist and give excellent results, but are computationally
too expensive to be applied in practice [39]. Furthermore as no prior knowledge about the image is used
and it is automatic, we have no guarantee that the objects extracted after the threshold process, actually
correspond to objects of the environment. Many thresholding techniques can be found in literature, and
a recent survey and evaluation of them is presented at [36].

1.3.2 Edge-based segmentation

Edge based methods try to find edges appearing in the image, i.e. pixels that are on the boundary
between two regions differing from each other in their chromatic component values (e.g. intensity or
colour). To do so, we must apply edge identification operators also known as edge-detectors.

There are four criteria that can be taken into account when comparing edge-detectors [9]:

e Good detection, i.e. little false positives and false negatives for edges.

e Good localization, i.e. the position of the edge in the segmented image, must be as close as possible
to its position in the original image.

e Single edge identification, i.e. only one segmented edge must correspond to an original edge.
e Computationally efficient, i.e. the edge detection algorithm must be as rapid as possible

Among the most common edge detection operators in literature we find: Roberts Cross edge detector, So-
bel edge detector, Canny edge detector, Laplacian of Gaussian (LOG) operator, and the Prewitt operator.

The Roberts Cross [46] edge detector is the cheapest one in computational terms, but is very sensi-

tive to noise (figure 1.7) and weekly recognizes edges unless they are very sharp in the original image.
Furthermore, the object location in the segmented image is shifted. While the Sobel operator [22] is

11



(b)

Fig. 1.7: (a) Original noisy image; (b) Image segmented with Roberts operator; (¢) Same image segmented with Sobel
operator [45]

computationally slower but less sensitive to noise and produces sharpest edge recognition.

A variant of Sobel is the Prewitt operator [25] which works almost the same way as Sobel, but is
sensitive to Gaussian noise (figure 1.8) and is non isotropic (i.e. its diagonal edges are more accentuated
than the vertical or horizontal ones (figure 1.9)), at the contrary of LOG [12] which applies equally to all
directions.

Fig. 1.8: (a) The Original image; (b) Edge direction Segmentation of the original image with Prewitt; (c) Edge
direction Segmentation of the original image affected by Gaussian noise [45]

LOG is a very expensive in computing time and it is very noise sensitive, producing thick edges and
loosing thus thin structures of the image. However at the contrary of the three previous operators, LOG
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tries to join the close edges in order to form a segment, and this explains its elevated computational time.
The Canny operator [9] was provided by Canny as an optimal edge detector according to the first three
criteria for a good edge detector, and provides thus good results in their respect. But as LOG, it also
tries to join edges, and is computationally very expensive.

(a) (b) (¢)

Fig. 1.9: (a) Original image; (b) edge magnitude of the image segmented with Prewitt; (c) edge direction of the image
segmented with Prewitt [45]

1.3.3 Region-based segmentation

The most common region-based methods are the region growing ones, and are complementary to

the edge-based methods, because they take into account spatial information of the image (i.e. spatial
relationship between objects in the image) ®.
Fu and Mui proposed such a region growing method [30], which consists of choosing one or more initial
pixels, called seeds, analyze the neighbouring pixels, and associate them to regions according to a pre-
defined homogeneity criterion*. Region growing methods are classified either as region merging, or as
region splitting.

In region merging, adjacent regions are compared, and merged if they are close enough in some prop-
erty. Such algorithms begin by segmenting the image in small regions. Then all adjacent regions satisfying
the merge criterion within a given "tolerance" threshold are merged. The process is stopped when there
is no pair of regions left which fulfil the merging criterion. An algorithm based on region merging was
proposed by Beaulieu and Goldberg [5].

With this kind of procedure, shifting between the real border and the segmented one is possible, since
incorrect pixels can be added to a small region. The result also depends on the search strategy employed
among the neighbours, on the seed chosen and the "tolerance" threshold chosen. Such values can either

3Segmentation images resulting from edge-based methods and region growing methods are usually not the same. Region
growing techniques generally provide better results, for noisy images where edges are extremely difficult to detect.

4The homogeneity criterion is based on the choice of some threshold values, which is problematic since thresholds depend
on image data.
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be set manually by the user (but then he has to test different values until he finds the optimizing ones),
or automatically (e.g. determining it from peaks in a histogram).

The Seed Region Growing algorithm where seeds are manually set is presented in [44], while the Improved
Seeded Region Growing algorithm, which is non-parametric (i.e. no seeds or thresholds must be tuned
by the user), is presented in [37].

In region splitting, large non-uniform regions are broken up into smaller areas which may be uni-
form. These algorithms begin from the whole image, and divide it up until each sub region is uniform
and satisfies the segmentation conditions. The usual criterion for stopping the splitting process is when
the properties of a newly split pair do not differ from those of the original region by more than a threshold.

Such a method is illustrated in figure 1.10(a), where the image I is primarily divided into four different
regions (here represented by quadrants) according to pixels’ properties. But I, is split a second time since
not all the pixels within it are similar. And finally we can describe the splitting by a tree structure as
presented in figure 1.10(b).

I I
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I
I, I,
(&) Whole Image (b} First Split

I, I,

1 1411142

3

Ly

() Second split

(a) (b)

Fig. 1.10: (a) An example of region splitting; (b) Tree image splitting description [35]

In such methods it is difficult deciding where to make the partition, and in most cases splitting is
used as a first stage of a hybrid split and merge method, which is practiced quite often and consists on
an alternating mix of merging and splitting steps.

Another common group of region based methods is the clustering, which consists of classifying objects
of the image according to some specific properties of these objects. Basically the pixels are mapped to
feature vectors in a feature space, and then statistical methods are used to detect clusters within this
space.

Here, each cluster represents a set of closely associated features in the feature space. The simplest and
most popular clustering algorithm is the k-means technique introduced by J. McQueen and E.Forgy.
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The main drawbacks of clustering techniques rely on the ambiguity of the clusters extension in the
feature space and the high computational cost of the statistical methods used for it.
While the performance of region growing methods, depends on the execution order of the operations to be
performed [38], as described in table 1.1, which recollects the different segmentation methods overviewed
in this image segmentation section.

’ Category H Method Noise ‘ Computational cost ‘
Static threshold noise sensitive efficient
Threshold-based . . . K
Dynamic threshold | noise sensitive expensive
Roberts noise sensitive cheep
Sobel robust expensive
Edge-based . . .
Canny noise sensitive expensive
LOG robust expensive
Region growing robust variable
Region-based Region splitting robust variable
Clustering robust expensive

Table 1.1: Summary of image segmentation methods and their important features.

1.4 Object recognition

Object recognition in the literature often refers to one of the following three problems [43].

The Specific Object Recognition (e.g. face or landmarks recognition), which consists of recognizing
an object in the image as being one of the specific objects for which shape and appearance is known by
the robot. For example, at the end of the previous image-processing steps, the robot disposes of a few
properties of the object such as colour and edges. This information can be sufficient to identify which is
the object in the image, if object characteristics are known & priori.

Indeed, by knowing precisely the colour, the real size (in centimeters), the position and the shape of the
object in the environment, it is possible to compute its size from its image size (in pixels) and its distance
and position with respect to the robot’s body (see section 2.3).

Furthermore, if the shape of a feature can be described by a mathematical expression, we can use methods
such as the Hough Transform (see section 5.2.3) to generate its parameters (i.e. angle and distance). The
Hough transform is able of pointing out lines, curves, or circles in the image®.

The other problem referred in literature is the Generic Object Classification (e.g. optical character
recognition), where the task consists of labeling the object of the image as belonging to one of several
known object categories or classes of objects (e.g. "car" or "chair").

Then we have the Object Detection problem, where the system possesses references to objects or cat-
egories of objects, which will be mapped with objects in the processed image (typically showing natural

5In literature Hough is sometimes classed among the model-based segmentation class of methods [15].
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indoor or outdoor scenes).

One technique for object detection is the pattern matching using correlation, where the goal is to find
every instance of a specific object in the scene by applying a special template, i.e. an image of the object
of interest. Suppose for example that the spherical gas tank image in figure 1.11(a) is an example template.

(a) (b) (¢)

Fig. 1.11: (a) Spherical tank image serving as template; (b) Arial picture of gas tanks factory; (c) resulting image of pattern
matching using correlation [23]

In order to locate all possible gas tanks in the image presented in fig.1.11(b), the gas tank template is
applied to this image. The resulting image in figure 1.11(c), shows in white all groupings of pixels that
correlate with the template, while groups of pixels that do not correlate with the template are black.
This problem, as well as the generic object classification, is always coupled with the visual feature learn-
ing process [43]°.

For visual recognition, two major classes of techniques can be identified [43]; the model-based methods
which use the object’s geometric models to extract features, and the appea