
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche

THESIS / THÈSE

Author(s) - Auteur(s) :

Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :

Publication date - Date de publication :

Permanent link - Permalien :

Rights / License - Licence de droit d’auteur :

Bibliothèque Universitaire Moretus Plantin

researchportal.unamur.beUniversity of Namur

MASTER IN CHEMISTRY RESEARCH FOCUS

Modeling and analysis of nonlinear optical properties of dyes embedded in
increasingly complex environments, up to the lipid bilayer
A quantum mechanics and molecular dynamics study

Bouquiaux, Charlotte

Award date:
2019

Awarding institution:
University of Namur

Link to publication

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Download date: 03. Jul. 2025

https://researchportal.unamur.be/en/studentTheses/a5ad783d-3d55-4cc1-b14a-5bfce48f8989


Université de Namur
Faculté des Sciences

MODELING AND ANALYSIS OF NONLINEAR OPTICAL PROPERTIES OF DYES
EMBEDDED IN INCREASINGLY COMPLEX ENVIRONMENTS, UP TO THE LIPID

BILAYER. A QUANTUM MECHANICS AND MOLECULAR DYNAMICS STUDY

Mémoire présenté pour l’obtention

du grade académique de Master Chimie «Chimie du Vivant et des Nanomatériaux»: Finalité Approfondie

Charlotte BOUQUIAUX

Janvier 2019



Part . Chapter

1



Part . Chapter

UNIVERSITE DE NAMUR
Faculté des Sciences

Secrétariat du Département de Chimie
Rue de Bruxelles 61 - 5000 NAMUR

Téléphone : +32(0)81 72.54.44 - Téléfax : +32(0)81 72.54.40
E-mail : enseignement.chimie@unamur.be - www.unamur.be/sciences

MODÉLISATION ET ANALYSE DES PROPRIÉTÉS OPTIQUES NON LINÉAIRES DE
COLORANTS INSÉRÉS DANS DES ENVIRONNEMENTS DE PLUS EN PLUS

COMPLEXES, JUSQU’À LA BICOUCHE LIPIDIQUE. UNE ETUDE DE MÉCANIQUE
QUANTIQUE ET DYNAMIQUE MOLÉCULAIRE

BOUQUIAUX Charlotte

Résumé
La plupart des molécules biologiques possèdent peu de groupements avec des propriétés optiques
exploitables. L’utilisation de chromophores extrinsèques peut donc augmenter le contraste des
tissus lors de la collection de données de microscopie. Les colorants de la famille AminoNaphtylE-
thenylPyridinium (ANEP) sont habituellement utilisés comme sondes fluorescentes. De plus, ces
chromophores sont, depuis quelques années, également employés dans le cadre de la Génrération
de Seconde Harmonique (SHG). En effet, la SHG un phénomène optique non linéaire (NLO) du
second ordre qui possède, par rapport à la fluorescence, l’avantage que le signal ne provient que de
regions non centrosymetriques, ce qui fournit de meilleurs contrastes.

Ce travail se concentre sur la characterisation des propriétés SHG des chromophores du type
ANEP, la première hyperpolarisabilité (β) au niveau moléculaire, en employant des méthodes de
chimie quantique. En particulier, une procédure à deux étapes a été élaborée et mise au point
afin de décrire ces colorants dans des environnements de plus en plus complexes, de la phase gas
diluée, à la solution, pour finir par les bicouches lipidiques (ici construite à partir de dipalmitoyl-
phosphatidylcholine, DPPC). La première étape de la méthode utilise la Dynamique Moléculaire
(MD) pour prendre en compte le comportement dynamique du chromophore d’intérêt, ainsi que
ses environnements. Pour ces simulations, les champs de forces sont soit validés par confrontation
à des données expériementales soit re-parametrisés en fonction de calculs de théorie de la fonc-
tionnelle de la densité. Ensuite, pour des snapshots sélectionés extraits des simulations de MD, les
réponses NLO du chromophore avec son environnement le plus proche sont calculées en utilisant
la théorie de la fonctionnelle de la densité dépendante du temps. Les simulations ont révélé une
augmentation significative de la réponse SHG en prenant en compte les fluctuations géométriques,
ainsi qu’en allant de la solution aqueuse à la bicouche lipidique. Dans tous les cas, ces variations
peuvent être reliées à des variations géométriques (alternance de longueurs de liaison et angles
dihèdres). Une étude compémentaire s’est interessée aux relations structure-β dans des composés
dérivés d’ANEP, à l’analyse de l’impact de la taille des substituants et du pont π-conjugué ainsi que
la position de substituants donneur/accepteur, avec le but de concevoir des colorants SHG efficaces.
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Abstract
Most biomolecules possess few natural moieties with exploitable optical properties for bioimaging.
The use of exogenous dyes can improve the contrast in tissues for being detected by commer-
cially available microscopes. AminoNaphtylEthenylPyridinium (ANEP) dyes constitute a family
of broadly employed fluorescent dyes. Moreover, in the last few years, these compounds have gained
interest in the field of Second Harmonic Generation (SHG) imaging. Indeed, SHG is a nonlinear
optical (NLO) phenomenon, which possesses the advantage, with respect to fluorescence, that
only non-centrosymmetric compounds and structures can produce a signal, leading to stronger
contrasts. This work focuses on the characterization of the SHG properties of ANEP-like dyes, the
first hyperpolarizability (β) at the molecular scale, by employing methods of theoretical chemistry.
In particular, a two-step procedure has been elaborated and tuned in order to describe these chro-
mophores in increasingly complex environments, from the diluted gas phase, to the solution, and
finally, to lipid bilayers (here built from dipalmitoylphosphatidylcholine, DPPC). The first step of
the method employs Molecular Dynamics (MD) to account for the dynamical behavior of the tar-
get chromophores, as well as of their environment. For those simulations the force fields are either
validated with respect to experimental data or re-parameterized with respect to density functional
theory calculations. Then, for selected snapshots extracted from the MD simulations, the NLO
responses of the chromophore with its nearest environment are computed using time-dependent
density functional theory. Simulations have revealed a strong increase of the SHG response when
accounting for geometrical fluctuations, as well as when going for aqueous solutions to the lipid
bilayer environment. In all cases, these variations have been traced back by analyzing the cor-
responding geometrical changes (bond length alternation and dihedral angles). Complementary
studies have investigated the structure-β property relationships in ANEP-derivatives, analyzing
the impact of the size of the substituents and of the π-conjugated linker as well as of the position
of donor/acceptor substituents, with the aim of designing efficient SHG dyes.
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NLO nonlinear optical

1PEF one-photon excited fluorescence

2PEF two-photon excited fluorescence

SFG Sum Frequency Generation

SHG Second Harmonic Generation

SHIM Second Harmonic Imaging Microscopy

HRS hyper-Rayleigh scattering

EFISHG electric-field-induced SHG

ECM extra-cellular matrix

DR depolarization ratio

CT charge transfer

ANEP AminoNaphtylEthenylPyridinium

Di-4-ANEPPS di-4-AminoNaphtenyl-Pyridinium-PropylSulfonate

Di-8-ANEPPS di-8-AminoNaphtenyl-Pyridinium-PropylSulfonate

DPPC dipalmitoylphosphatidylcholine

QM Quantum Mechanics

HF Hartree-Fock

LCAO Linear Combination of Atomic Orbitals

STO Slater Type Orbital

TDHF time-dependent Hartree-Fock

DFT density functional theory
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RMS root mean square

TDDFT time-dependent density functional theory
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SES Solvent Excluding Surface

ASC apparent surface charge

MM Molecular Mechanics

FF force field

MD Molecular Dynamics

PBC periodic boundary conditions

PME particle mesh Ewald

ESP electrostatic potential

SPC/Fw simple point charge for flexible water

GAFF Generalized Amber Force Field

C36 CHARMM36

BLA bond length alternation

TSA two-sate approximation

PES potential energy scan

RDF radial distribution function

RMSD root mean square deviation

NMR nuclear magnetic resonance
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Chapter 1

Context and motivation

The ultimate goal of this project is to study and design nonlinear optical (NLO) molecular

probes for imaging biological structures and for probing the electrical potential across lipid bilayer

membranes. Most biomolecules possess few natural moieties with exploitable optical properties1

-with the exception of structural proteins such as collagen2 and cellulose3- so that the use of exoge-

nous dyes can improve the contrast in tissues for being detected by commercially available nonlinear

microscopes.4–10 Dyes can also be used to monitor changes in membrane potential.4,8,9,11–13 The

electrical signalling between cells has a crucial role in the control and in the flow of information

and movement of substances between cells. It is therefore of particular importance to understand

these biological processes. The use of dyes can, for example, offer the opportunity to monitor

neuronal electrical activity of systems not accessible to microelectrodes or when microelectrode

measurements are unsuitable or inadequate.14,15
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Chapter 2

Elements of nonlinear optics

2.1 General aspects

In linear and nonlinear microscopy, several phenomena operate in parallel, depending on the

illumination wavelength(s).16 They differ by the number of photons implicated as well as by the

nature of states involved. Fluorescence is characterized by absorption of one or two photon(s) of

energy ~ω (pulsation ω) to a real (electronically excited) state, giving rise to one-photon excited

fluorescence (1PEF) and two-photon excited fluorescence (2PEF or TPEF), respectively. In these

phenomena, after excitation, relaxation to the lowest vibrational level of the first electronic excited

state occurs. Then, within a period determined by the excited state lifetime, a photon is emitted

returning the chromophore to its electronic ground state. Fluorescence is therefore an incoherent

radiative absorption and reemission process.17 1PEF is a linear optical phenomenon, of which the

intensity is proportional to the incident light intensity. On the other hand, 2PEF is nonlinear and

its intensity depends quadratically on the incident intensity.

Besides fluorescence, Second Harmonic Generation (SHG) is a coherent process where pairs

of incident photons having the same energy are converted in photons of twice this energy. Like

2PEF, SHG intensity depends quadratically on the incident intensity. SHG can be viewed as a

special case of Sum Frequency Generation (SFG) where a new photon is created at a pulsation

being the sum of those of the two incident photons. SFG is typically used by combining infrared

and UV/visible lights to probe the vibrational signatures of interfaces. As a matter of fact, this

master thesis focuses on the use of SHG to perform biological imaging and membrane potential

monitoring. The most common SHG phenomenon (and SFG by extension) occurs through the

3



Part I. Chapter 2. Elements of nonlinear optics

interaction with a virtual excited state, a very short-lived and unobservable quantum state. Still,

when the energy of the signal gets close or corresponds to an electronic absorption band, the SHG

signal can be enhanced. These phenomena are known as near resonance and resonance enhanced

SHG.4 All the presented phenomena are illustrated in Figure 2.1, which offers a non-exhaustive

list of linear and nonlinear optical processes.

For isotropic media like gases and solutions, the most widely employed method to measure SHG

intensities is based on the Hyper-Rayleigh scattering (HRS) phenomenon, which is an incoherent

second-order NLO process. Although coherent SHG in isotropic media is forbidden for reasons of

symmetry, incoherent HRS is allowed because the non-centrosymmetric molecules act as individual

and uncorrelated scattering centers.18 On the other hand, in the case of electric-field-induced SHG

(EFISHG), an external static electric field is applied to the gas/solution in order to induce a

preferential orientation, which breaks the isotropic character and therefore allows the generation

of a coherent SHG signal.16,19,20

Virtual stateReal state Vibrational state

One-Photon excited
Fluorescence

Two-Photon excited
Fluorescence

ω

ω

ω2PEF <2ωω1PEF <ωω ωSFG = ωIR + ωUV 

Excited state

Ground state
Second Harmonic

Generation
Near resonance 

enhanced Second 
Harmonic Generation

ω

ω

ωSHG = 2ω

ω

ω

ω

ω

Resonance 
enhanced Second 

Harmonic Generation

ωSHG = 2ω ωSHG = 2ω

Sum Frequency
Generation

  
ωUV

ωIR

Ground state

Excited state

Figure 2.1 – Jablonsky diagrams of selected linear and nonlinear optical processes.
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2.2 Focus on Second Harmonic Generation Imaging and com-

parison to fluorescence

Second Harmonic Generation is a second-order NLO process that was first demonstrated by

Franken et al.21 in crystalline quartz in 1961. It was then developed by Shen,22 Eisenthal,23 and

others for the study of surfaces and artificial monolayers. The used of SHG in microscopy was

proposed by Sheppard et al24 in 1977. Since, there has been an expansion in the use of Second

Harmonic Imaging Microscopy (SHIM), partially thanks to large advances in laser technology.4

As said before, Second Harmonic Generation (SHG) is a nonabsorptive phenomenon that consists

of the conversion of pairs of incident photons of ω frequency into single photons of 2ω frequency

when an intense and focused laser beam passes through a NLO-active medium, as shown in Figure

2.2.

Figure 2.2 – Illustration of the SHG phenomenon: a beam of red photons are converted into one
beam of purple photons after interaction with the a NLO-active crystal.

In SHG, a commonly used incident light wavelength is 1064 nm (achieved using a Nd:YAG

laser25), which is in the infrared region and should prevent photodamage and photobleaching.11,16

This is not the case for the fluorescence, especially 1PEF, for which a more energetic ultraviolet

incident photon has to be absorbed.16 Furthermore, fluorescence relies on the formation of excited

states, meaning that the electron density reorganizes, passing to a higher energy and more reactive

state. As a consequence, the bonds involved in this electronic reorganization weaken and can, for

example, be more sensitive to a nucleophilic attack.

Moreover, SHG requires an environment without center of symmetry, such as an interfacial

5



Part I. Chapter 2. Elements of nonlinear optics

region, to produce a signal. Because of this symmetry restriction, SHG is an ideal technique

to study the biophysics of model membranes, and membrane physiology of living cells, in which

one leaflet has been stained by a probe molecule.4 The observed signal is only due to the non-

centrosymmetric molecules and molecular assemblies, whereas in fluorescence, a background is

usually observed arising also from isotropic regions. This ensures, generally, a better imaging

contrast with SHG than with fluorescence.

Another advantage of SHG, is that it retains the phase and directional information after inter-

action with the sample. Furthermore, SHG signals have well-defined polarizations. Information

about the molecular organization of the chromophore can therefore be extracted from SHG imaging

data, by taking advantage of the SHG polarization anisotropy. In fluorescence, when absorbed and,

after excited state relaxations, subsequently emitted, photons do not retain this information.16,26

Finally, fluorescence measurements are relatively insensitive toward membrane potential vari-

ations, showing changes of only approximately 10 % for a 100 mV potential change.4,11,27 In con-

trast, when using a model membrane, it was previously demonstrated that the SHG intensity was

strongly modulated by an applied electric field.4 Some studies have shown that this technique could

show changes of approximately 20 %,13,28 being a performance twice as good as for the fluorescence.

Furthermore, differences in lipid composition of cell membranes could also be monitored by SHG.10

Despite all these remarks, SHG and TPEF are often considered to be complementary tech-

niques. These two types of microscopy imply the use of the same near-infrared incident laser

beam, and can be used simultaneously.16 Figure 2.3 shows an exemple of application of both

techniques in human fibrotic liver.29 On the one hand, SHG images reveal the over-production of

fibrillar collagen of the extra-cellular matrix (ECM), which are associated with chronic liver dis-

eases. These are not visible on the image, which showed the typical autofluorescence of the liver.

Furthermore, as expected, SHG provides higher signal-to-background contrast and resolution be-

cause of the absence of signal from the hepatocyte. Finally, simultaneous TPEF and SHG imaging

clearly revealed ECM distribution around hepatocytes. This demonstrates the complementarity

between these two imaging techniques.29

6



Part I. Chapter 2. Elements of nonlinear optics

SHG microscopy allows specific imaging of fibrotic deposits in the liver

Immunohistochemistry assays were performed to analyze the
specificity of SHG signals for fibrillar compounds involved in liver

fibrosis (mainly formed by fibrillar collagen I and III). First, TPEF
and SHG were recorded by focusing on the same portal area, display-
ing a large amount of collagen, in serial sections of a normal liver
(F0-Metavir). As demonstrated in Fig. 3A, collagen I immunola-
beling is essentially located in the adventitia (TPEF) and co-local-
ized perfectly with the SHG signal. Collagen III also co-localized
with SHG and displayed a similar distribution to collagen I. On
the contrary, collagen IV (non-fibrillar) showed a restricted distri-
bution into the basal lamina but never co-localized with SHG.
Furthermore, we performed the same experiments in highly
fibrotic liver in order to confirm the specificity of SHG for fibrillar
collagen in the case of liver fibrosis development. In cirrhotic
liver (F4-Metavir), SHG signal also strongly co-localized with
fibrillar collagen type I (Fig. 3B) and type III, whereas no signifi-
cant correlation was found for collagen IV (see Fig. S1 as support-
ing data for collagen III and IV immunoassays in F4 samples). As a
result, SHG imaging allows the specific examination of the main
types of fibrillar supramolecules involved in liver fibrosis.

SHG imaging in the assessment of human liver fibrosis

In order to characterize the evolution of fibrillar collagen deposits
in the development of human hepatic fibrosis, SHG imaging has
been performed on liver biopsies taken from patients who had
different grades of fibrosis ranging from portal fibrosis (F1-Meta-
vir) to cirrhosis (F4-Metavir). First, SHG imaging clearly revealed
the increase of fibrillar collagen amount during fibrosis progres-
sion and offered the possibility of an accurate characterization
of its evolution without specific staining as shown in Fig. 4A.
Thus, early fibrosis grades were characterized by an accumula-
tion of fibrillar collagen in portal tracts. Later stages exhibited
an increase of septa deposits and a dramatic augmentation of
fibrillar collagen areas. We then compared second harmonic
microscopy to linear imaging performed after Sirius red staining
used for the Metavir (F3-Metavir biopsy in Fig. 4B). SHG images

Fig. 1. Nonlinear microscopy in human fibrotic liver. (A) SHG and TPEF imaging principle (energy diagrams) with specific wavelengths of excitation and collection used
for acquisitions. (B and E) Typical TPEF recorded with 10! and 60! at mid-depth (50 lm) displayed in red pseudocolor. (C and F) SHG signals collected using a band pass
filter at the second harmonic wavelength (405 nm) with 10! and 60!. SHG is shown in green pseudocolor. (D and G) Simultaneous TPEF and SHG imaging. Circular
polarization has been used for all acquisitions and laser intensity set at 50 mW (10!) and 25 mW (60!). Scale bars are, respectively, 250 and 60 lm with 10! and 60!
magnification.

Fig. 2. 3-D imaging by SHG in human fibrotic liver. (A) SHG image recorded at
mid-depth of a fibrotic biopsy section. (B) SHG z-stack generated with 1 lm step
size (0–60 lm deep). (C) ECM network reconstruction in the three dimensions
(xyz) and z-projection of SHG signals collected in the entire volume imaged
(235 ! 235 ! 60 lm3). Circular polarization has been used for acquisitions with
25 mW laser input, 810 nm wavelength excitation and 60! objective. Scale bar is
60 lm. See Video S1 for z-stack acquisition.

Research Article

400 Journal of Hepatology 2010 vol. 52 j 398–406

Figure 2.3 – Nonlinear microscopy in human fibrotic liver. Comparison between TPEF imaging,
SHG imaging, and simultaneous TPEF and SHG imaging. Images B-D are presented with a
low magnification (10x), whereas images E-G were taken with a 60x objective. Scale bars are,
respectively, 250 and 60 µm.29

2.3 First hyperpolarizability

At the molecular level, the SHG phenomenon is caused by the first hyperpolarizability. The

latter describes the second-order nonlinear response of the dipole moment to optical electric fields:

µ(E) = µ0 + αE +
1

2
βE2 +

1

6
γE3 + ... (2.1)

where µ0 is the permanent dipole moment, E is the electric field, α is the polarizability, β is the

first hyperpolarizability, and γ is the second hyperpolarizability. Here a Taylor expansion has been

used. This expansion refers to T convention whereas a power series expansion might also have

been used and would referred to B convention.30 This nonlinear dependence is then schematized

in Figure 2.4.
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Figure 2.4 – Evolution of the dipole moment as a function of the strength of the electric field.

Owing to the vector nature of the dipole moment and electric field, β is a rank-3 tensor with

27 components:

β =


βxxx βxyy βxzz βxyz βxzy βxxz βxzx βxxy βxyx

βyxx βyyy βyzz βyyz βyzy βyxz βyzx βyxy βyyx

βzxx βzyy βzzz βzyz βzzy βzxz βzzx βzxy βzyx

 (2.2)

Noticing this, one understands that the β tensor contains a lot of information on the molecules,

much more, for instance, than the dipole moment, which has only three components. The β values

reported in this work correspond to the quantities that can be obtained using the experimental

hyper-Rayleigh scattering (HRS) method31: βHRS ant its depolarization ratio (DR). The expression

of βHRS involves tensor averages over the molecular orientations (Equation 2.3). The DR is defined

as the ratio between the scattered intensities obtained when the incident light is vertically- and

horizontally-polarized (Equation 2.4) for a vertically-polarized scattered light detected at 90◦ with

respect to the direction of incidence. These DRs allow to divide up the molecules into three

categories based on the shape of the NLO-phore. This can be illustrated by considering ideal

cases, i.e. molecules with perfect or nearly perfect symmetry. For octupolar molecules, like CCl4,

the only non-vanishing tensor component is βxyz. The corresponding DR is equal to 1.5. One-

dimensional push-pull π-conjugated systems have only one component, βzzz, and the DR becomes

equal to 5. The depolarization ratio tends to 9 for fully dipolar molecules, like acetonitrile.31

8
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βHRS(−2ω;ω, ω) =
√
〈β2

ZZZ〉+ 〈β2
ZXX〉 (2.3)

DR =
〈β2

ZZZ〉
〈β2

ZXX〉
(2.4)

2.4 SHG molecular probes

The design of a dye for SHG imaging requires fine tuning a number of molecular properties.

Firstly, the chromophore should have a high molecular first hyperpolarizability (at the wavelength

of illumination).16 This is the case of linear push-pull π-conjugated systems. These compounds

consist of an electron acceptor moiety and an electron donor moiety connected by a π-conjugated

path,32,33 which are at the origin of i) a low-energy charge transfer (CT) excited state (Eeg, Equa-

tion 2.5), ii) a high oscillator strength (feg, Equation 2.6), and iii) a large variation of dipole

moment between the ground and excited state (∆µeg, Equation 2.7). µeg is the transition dipole

moment between the ground and excited states.

Eeg =Ee − Eg (2.5)

feg =
2

3
Eegµ

2
eg (2.6)

∆µeg =µe − µg (2.7)

A push-pull molecule can be viewed as a mixture between a neutral and a charge-separated

resonance form. It has been shown that the first hyperpolarizability of these systems can be

analyzed, in first approximation, within the two-state approximation, as expressed in Equation

2.8.34,35

β = 6
µ2
eg∆µeg

E2
eg

(2.8)

On the basis of this expression, several studies have shown how the molecular β values can be

optimized by adding suitable acceptor and donor moieties at the ends of the π-conjugated path,

as well as, by increasing the length of this path. However, there is a limit: when the bridge length

increases, the dye solubility in aqueous media decreases and the stability to photodamage is re-

9
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duced. The chromophore should also have a high affinity for the biological systems it is designed

to probe and to be rapidly inserted.16

The AminoNaphtylEthenylPyridinium (ANEP) dyes, developped by Loew and colleagues,14,15

correspond to that description. These push-pull compounds are often used as fluorescent probes,

but in the last few years, they have also gained interest in the field of SHG imaging. They are styryl

amphiphilic dyes having a hydrophobic part composed of alkyl chains acting as membrane anchors

and a hydrophilic group, which can interact with the polar head of the lipid. As a consequence,

the chromophore aligns approximately perpendicularly to the membrane/aqueous interface. They

all possess the advantage to be stable. Moreover, toxicity and photodynamical effects are low for

most imaging applications.9 In addition, they exhibit a direct electronic response to alterations

in the membrane potential28 and they are currently among the most used fast potentiometric

probes, which are capable of following submillisecond membrane-potential changes.13 Among the

ANEP-like compounds, of which a few are presented in Figure 2.5, the di-4-ANEPPS is generally

the most used one, thanks to its ability to readily intercalate into the cell membrane. However, in

some cells it can rapidly be internalized and distributed between the inner and outer leaflets of the

membrane.15 This induces symmetry and therefore cancels out SHG signal, as mentioned before.

To solve this issue, a dye with longer hydrocarbon tails, like di-8-ANEPPS, is often used.
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Figure 2.5 – (a) Di-4-ANEPPS; (b) Di-4-ANEPSQ ;(c) JPW-1259, and d) Di-8-ANEPPS.

Over the years, several techniques were developped to further enhance to SHG signal. For

example, a chiral group can be added to the dye to weaken the symmetry of the system, allowing

10
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SHG even in cases where the two leaflets are stained. For that purpose, the JPW-1259 (Figure

2.5c), for example, was developped.4,11,15 In the study of Campagnola et al.,4 the advantage of using

this chiral dye was exposed against the performance of an achiral one, the di-4-ANEPPS. Figure

2.6 demonstrates that, as explained before, di-4-ANEPPS stains both leaflets of the membrane

and therefore no coherent SHG images can be obtained. On the contrary, when using JPW-1259

as labelling probe, the SHG and TPEF images are essentially identical.

Figure 2.6 – (a) SHG and (b) TPEF images of JPW-1259-stained 3T3 fibroblast cells, and (c)
SHG and (d) TPEF images of di-4-ANEPPS-stained 3T3 fibroblast cells.4

Furthermore, the SHG signal can be enhanced by using metallic nano-particles because they

possess localized plasmon surface states. When a light source oscillates at the same pulsation as

a plasmon mode, it is excited and strong electromagnetic field is generated. If the nano-particle

is complexed to an anti-body, it is possible to direct it to specific sites in a cell membrane and

enhance selectively the SHG signal of dye molecules in close proximity, as shown in Figure 2.7.11,36
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Figure 2.7 – Representation of the relationship between gold nano-particles bound to an antigenic
site on the membrane and a dye intercalated within the lipids.36

As mentioned before, the magnitude of SHG can also be enhanced when the energy of the signal

overlaps with or correspond to an electronic absorption band.4 Obviously, this is to the detriment

of the molecular stability.
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Chapter 3

Lipid structures and characteristics

In this Chapter, the structure of the cellular membranes is briefly discussed, with a focus on

the lipid molecules. Indeed, bilayer membranes are mostly composed of glycerophospholipids,

shingolipids, and sterols (mainly cholesterol in mammals). In addition, proteins can also be em-

bedded in the membrane.37 Lipids are organic amphipathic compounds, meaning that they possess

a hydrophilic or polar headgroup and a hydrophobic or nonpolar moeity. Because of the domi-

nant nature of the hydrophobic portion they are characterized by low solubility in water.38 The

most abundant membrane lipids are the phospholipids. They have a polar headgroup and two

hydrophobic hydrocarbon tails. The tails are usually fatty acids. They can differ in length and

saturation. The presence or not of one or more double bonds is important because it can influence

the ability of the phospholipid molecules to pack against one another, thereby affecting the fluidity

of the membrane.37 The phospholipid shown in Figure 3.1 is the dipalmitoylphosphatidylcholine

(DPPC). The latter was chosen to pursue this study for several reasons. First of all, the DPPC is a

fully saturated lipid. Each double bond creates a small kink in the tail, the choice of DPPC avoids

dealing with the conformation of the double bond. The head group of DPPC is a zwitterion with a

positive charge distributed over the choline group and a negative charge on the phosphate group.

Overall, it is globally a neutral molecule so that no counter-ions need to be considered during the

MD simulations. Finally, MD simulations using DPPC are well described throughout the literature

and give a starting point for this work. We simulated the biologically relevant L-enantiomer.

Lipid molecules assemble spontaneously into micelles or bilayers depending on their shapes

(Figure 3.2). In aqueous media, both organizations bury the hydrophobic parts of the lipids in

13



Part I. Chapter 3. Lipid structures and characteristics

PHOSPHATE

CHOLINE

GLYCEROL

FA
TT

Y
 A

C
ID

FA
TT

Y
 A

C
ID

FA
TT

Y
 A

C
ID

hydrophilic/polar 
head group

hydrophobic/
nonpolar tails

(a) (b) (c)

Figure 3.1 – Phosphatidylcholine example: dipalmitoylphosphatidylcholine (DPPC) represented
(a) schematically; (b) by semi-developed formula, and (c) as a space-filling model.

the interior so that they are in intimate contact and expose their hydrophilic parts to water.

In spherical micelles, the tails are inside and, in bilayers, the hydrophobic tails are sandwiched

between the hydrophilic head groups. These assemblies are stabilized by non-covalent forces (driven

by the hydrophobic effect) that are sufficiently strong to maintain the integrity of the structure.38

Being cylindrical, phospholipid molecules spontaneously form bilayers in aqueous environments.37

Furthermore, the curvature of the membrane is influenced by the relative size of the headgroup

and the hydrophobic tails.39

The variety of fatty acids and their linkage positions as well as the diverse headgroups available

lead to an enormous diversity of lipid structures. Furthermore, the membrane composition vary

between species, tissues, cells, membrane leaflets, and even membrane subdomains. Interestingly,

changes in lipid composition have been reported in numerous diseases.39 If the modification are

specific to the disease, these changes can serve as biomarkers. Composition also changes dynami-

cally. Indeed, the structure of a lipid bilayer is fluid and flexible. Lipid can, for example, migrate

from one leaflet to the other. This rare process is called the flip-flop. Lipid molecules can, as well,

more frequently, exchange places with their neighbours within a monolayer. Moreover, studies

have shown that individual lipid molecules rotate very rapidly around their long axis and that

their hydrocarbon chains are flexible.37
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Figure 3.2 – Cone-shaped lipid molecules form micelles, whereas cylinder-shaped phospholipid
molecules form bilayers. Inspiration from Ref37

Finally, lipid bilayers can exist in several states as a function of the temperature. In the gel

state (Lβ), all the hydrocarbon chains are in the all-trans conformation, the motional order is very

high and the lateral diffusion is low. As the temperature increases, above a given temperature, the

cellular membrane undergoes a phase transition to the liquid crystal state. In the liquid crystal

state (Lα), motional order is lower than in the gel state and the lateral diffusion of lipids is much

more rapid. The liquid crystal state is the predominant state of lipids in biological membranes.40
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Chapter 4

Objectives

At the light of all the concepts presented in the previous Chapters, this Master thesis seeks

a double objective: i) to assess structure-NLO property relationships in order to design SHIM

dyes exhibiting large first hyperpolarizabilities and ii) to better understand the SHG responses

of these compounds in biological imaging of lipid bilayers. This second objective encompasses

the elaboration of a two-step simulation, to get the structure and then calculate the hyperpolar-

izability of chromophores in complex environments. This was done by the means of numerous

theoretical methods judiciously selected and optimized. These are discussed in the second part

of this manuscript. Chapter 5 focuses on Quantum Mechanics (QM) methods, whereas Chap-

ter 6 presents elements of Molecular Mechanics (MM). Having presented and discussed all the

necessary conceptual and theoretical background, the third part of this work is dedicated to the

results presentation of the two research lines. The first study aims at establishing relationships

between the structure of the chromophores and their NLO responses. It is presented in Chapter 7.

This was done by considering a set of chromophores deriving from di-8-ANEPPS. Along the way,

treatment of solvation effects was partially tackled. Chapter 8 deals with the second topic, and

focuses on Molecular Dynamics modeling of di-8-ANEPPS in increasingly complex environments

and analysis of its NLO responses. This was done using a two-step approach. These two axes are

treated separately but have to be seen as complementary as they both focus on the same push-pull

π-conjugated chromophore, di-8-ANEPPS.
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Theoretical and computational methods
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Part II. Chapter

In this part, we introduce the major theoretical and computational methods that have been

adopted in this Master thesis. The first Chapter focuses on the Quantum Mechanics methods,

including the technique for geometry optimizations, the different approaches to determine the first

hyperpolarizability, the computation of the excitation energies, and the description of the solvent

effects. The second Chapter presents the Molecular Mechanics methods and their use in Molecular

Dynamics. The choice of the parameters are discussed and the simulations set ups are described.
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Chapter 5

Quantum Mechanics

5.1 Schrödinger equation

In quantum mechanics, at a given time, t, the state of a N-particle system is described by its

wavefunction, Ψ(
−→{ri}, t), of which the square of the norm gives the probability density41,42:

dP
d−→ri

= |Ψ(
−→{ri}, t)|2 (5.1)

with
−→{ri} the set of 3N spatial coordinates. It corresponds to probability density of finding the 1st

particle in a volume d−→r1 around −→r1 , the 2nd particle in a volume d−→r2 around −→r2 , and so on. The

time evolution of Ψ(
−→{ri}, t) is described by the time-dependent Schrödinger equation41,42:

Ĥ(
−→{ri}, t)Ψ(

−→{ri}, t) = i~
∂Ψ(
−→{ri}, t)
∂t

(5.2)

On the other hand, for stationary states, the time-independent Schrödinger equation is em-

ployed to determine Ψ(
−→{ri}), as the eigenfunctions of the Hamiltonian, Ĥ. Ĥ is the observable

associated with the total energy of the system.

Now for a system of N electrons (indices i and j) and M nuclei (indice A), within the Born-

Oppenheimer approximation, the electronic Hamiltonian reads41,42:
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Ĥ =T̂ + V̂ + Û (5.3)

=− 1

2

N∑
i=1

∇2
i −

N∑
i=1

M∑
A=1

ZA
|−→ri −−→rA|

+
1

2

N∑
i 6=j

1

|−→ri −−→rj |
(5.4)

Ĥ contains three types of terms : the kinetic energy operator, T̂ , the operator describing the

electron-nucleus attraction, V̂ , and, finally, the electron-electron repulsion operator, Û . The Hamil-

tonian is therefore composed of one- and two-electron terms, the latter creating some bottleneck

for solving Schrödinger equation. By considering only the one-electron terms, we can dissociate the

N-electron problem into N one-electron problems. In such a case, Ψ can be written as a product of

one-electron wavefunctions called orbitals φi(−→ri ), each corresponding to one electron of the system:

Ψ(
−→{ri}) = Ψ(−→r1 ,−→r2 , ...,−→rN) = φ1(

−→r1 )φ2(
−→r2 )...φN(−→rN) =

N∏
i=1

φi(
−→ri ) (5.5)

and the total energy corresponds to the sum of the eigenvalues of these orbitals:

E =
N∑
i=1

Ei (5.6)

These eigenvalues and eigenfunctions are solutions of the following equation:

Ĥ(−→ri )Ψn(−→ri ) = EnΨn(−→ri ) (5.7)

This drastic approximation is however an important step towards finding the electronic wave-

function because it provides a first and simple expression. Then, according to Pauli’s exclusion

principle, the wavefunction should be anti-symmetric with respect to the permutation of the spin-

space coordinates of any pair of particles. To satisfy this principle, Equation 5.5 is rewritten under

the form of a Slater determinant41,42:

Ψ(−→x1,−→x2, ...,−→xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

Θ1(
−→x1) Θ2(

−→x1) · · · ΘN(−→x1)
Θ1(
−→x2) Θ2(

−→x2) · · · ΘN(−→x2)
...

... . . . ...

Θ1(
−→xN) Θ2(

−→xN) · · · ΘN(−→xN)

∣∣∣∣∣∣∣∣∣∣∣∣
(5.8)
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where, 1√
N !

is the normalization constant. This determinant introduces the notion of spinorbital,

Θ(−→x ). Indeed, it was demonstrated that each electron possesses an intrinsic angular momentum,

the spin. The electrons have either a spin α (up) or β (down). The notion of spatial orbital φ(−→r )

(depending on spatial coordinates), is therefore completed by the spin function σ(ω) (depending

on the variable ω), giving the spinorbital, Θ(−→x ) = φ(−→r )σ(ω). As a result of this improved

representation of the wavefunction (Equation 5.8), any spatial orbital can, at most, be occupied by

two electrons, of antiparallel spins. Finally, for systems with more than two electrons, Schrödinger

equation must be solved approximately.

5.2 Hartree-Fock method

5.2.1 Time-independent version

The Hartree-Fock (HF) method42 relies on the Slater determinant representation of the wave-

function and its optimization via the variational principle to solve the Schrödinger equation. It

is the starting point for most quantum chemistry methods that describe many-electron systems

more accurately. According to the variational principle, the best wavefunction is the one giving

the lowest energy:

E0 = 〈Ψ0|Ĥ|Ψ0〉 (5.9)

Minimization of E0 with respect to the spinorbitals proceeds by using the Lagrange multipliers

method with the orthonormality constraint on the spinorbitals:

〈Θi|Θj〉 − δij = 0 (5.10)

This leads to the HF equation :

{
h(−→r1 ) +

N∑
j=1

[Jj(
−→r1 )−Kj(

−→r1 )]

}
Θi(
−→x1) = εiΘi(

−→x1) (5.11)

where the quantity between {}, f(−→r1 ), is the Fock operator. It is composed of the time-independent

mono-electronic Hamiltonian, h(−→r1 ), the Coulomb, Jj(−→r1 ), and Exchange, Kj(
−→r1 ), operators. The

analysis of Equation 5.11 demonstrates that the Fock operator is also function of its eigenfunctions.
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Indeed, the Coulomb and Exchange operators are function of the spinorbitals. Solving the HF

equation must therefore be done via an iterative procedure, until self-consistency. It is therefore

known as the Self-Consistent Field (SCF) method.

Within the Linear Combination of Atomic Orbitals (LCAO) approximation, the molecular

orbitals are developed under the form of linear combinations of atomic orbitals, χq, using the

following Equation:

φi(
−→r ) =

K∑
q=1

Cqiχq(
−→r ) (5.12)

where, the Cqi are the LCAO coefficients and K is the size of the atomic orbital basis set. Several

matrices are then defined, starting with the overlap matrix, Spq :

Spq =

∫
χ∗p(
−→r )χq(

−→r )d−→r (5.13)

then, the Fock matrix, Fpq:

Fpq =

∫
χ∗p(
−→r )f(−→r )χq(

−→r )d−→r (5.14)

and, finally, the density matrix, Dsr:

Dsr =

N/2∑
j

CsjC
∗
rj (5.15)

The latter allows us to give a new expression for the Fock matrix elements:

Fpq = Hpq +
K∑
r=1

K∑
s=1

Dsr[2(pq|rs)− (ps|rq)] (5.16)

Finally, by introducing the LCAO expression into the HF equation and by using the definition

of Spq, Fpq, and Dsr, Equation 5.11 may be rewritten:

K∑
q=1

FpqCqi = εi

K∑
q=1

SpqCqi (5.17)

which can be compacted under the form of a matrix equation:

FC = SCE (5.18)

22



Part II. Chapter 5. Quantum Mechanics

The solution to this equation is the C matrix (LCAO coefficients), where each column defines one

molecular orbital. Since the Fock matrix depends on the density matrix, the HF equation is solved

iteratively, as shown in Figure 5.1. After choosing an atomic basis set (see below), it starts with

a preliminary guess of the density matrix, which is put into the Fock matrix. The generalized

eigenvalues problem FC = SCE is converted into a traditional eigenvalues problem F ′C ′ = C ′E

and the F ′ matrix is diagonalized to obtain C ′ and E. Then, the LCAO coefficient matrix is

evaluated from the C ′ matrix. Finally, the density matrix is calculated and put back into the Fock

matrix. This iterative procedure is pursued until convergence.

Figure 5.1 – The Self-Consistent-Field (SCF) method.

The HF method has an important limitation: the correlation default. Indeed, it neglects or

approximates some of the interactions between electrons. Therefore, this method gives systemati-

cally a higher energy than the one of the exact ground state of a system. The difference between

the exact energy and the HF limit is called the correlation energy.43

Atomic basis sets

The choice of an atomic basis set is an important element, which precedes all SCF computation.

These atomic orbitals have to describe the molecular orbitals and so the wavefunction of the system

and the associated density.42 The presentation focuses on some of the basis sets used, later, in

Section 7.2.

The basis functions are composed of contraction of Gaussians. For example, the minimal basis

sets (or simple-ζ), developed by Pople and his group, includes one basis function for every atomic
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orbital required to describe the free atom in its ground state. For example, for the Slater Type

Orbital (STO-3G), each basis function is composed of a contraction of three Gaussians, for which

the contraction coefficients and exponents are evaluated beforehand. Along the same lines, the

double-ζ and triple-ζ basis sets include, respectively, two and three basis functions for each atomic

orbital occupied.

Subsequently, Pople developed the Split-Valence basis sets. They include one function for the

core orbitals and several functions for those in the valence shell. For example, the double-ζ basis

set 6-31G includes one contraction of six Gaussians for the core orbitals and two functions for the

valence part, one contraction of three Gaussians and the second of one Gaussian.

Polarization functions, symbolized by a "*", can be added to better describe the distortion of

the atom densities when bonds are formed. They consist of a set of Gaussian functions one unit

higher in angular momentum than the ones present in the ground state of the atom. For example,

to the 6-31G basis set, we can add a set of d functions on all non-hydrogen atoms, giving the

6-31G* basis set. To the latter, we can further add a set of p functions on the hydrogen atoms to

obtain the 6-31G** basis set. In general, adding polarization functions improves the description

of molecular geometries as well as of relative energies.

In order to improve the description of the external part of the orbitals and the electronic

density, basis functions with small exponents are added. These are called diffuse functions and are

symbolized using "+". For example, the 6-31+G* contains one set of s diffuse functions on the

hydrogen atoms and one set of s and p diffuse functions on the non-hydrogen atoms.

Dunning developed the correlation-consistent polarized valence (cc-PVXZ, where X = D, T, Q,

5,... for double, triple, quadruple) basis sets. They are particularly appropriate for the description

of electron correlation. In this work, we consider the cc-pVDZ and cc-pVTZ basis sets. Further-

more, Dunning’s augmented (or doubly-augmented) basis sets include additional diffuse functions,

giving the aug-cc-pVDZ (or the d-aug-cc-pVDZ) basis sets.42,44–47

5.2.2 Time-dependent version

In this time-dependent version, the HF equation (Equation 5.18) is replaced by an analogue

version, the time-dependent Hartree-Fock (TDHF) equation:

FC − i
(
∂SC

∂t

)
= SCε (5.19)
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where ε represents the Lagrangian multiplier. Then, similarly as before, the variational principle

is used under the orthonormality constraint between the spinorbitals:

C†SC = 1 (5.20)

Finally, the third reference equation concerns the definition of the density matrix:

D = CnC† (5.21)

where n is the diagonal matrix of occupation numbers (equal to 1 for occupied orbitals and to

0 for unoccupied orbitals).48 The TDHF equation allows describing the responses of a system to

external time-dependent perturbations. For instance, an external electric field applied in direction

ζ and oscillating at pulsation ω:

Xζ(ω) = Eζ e
iωt (5.22)

We start by rewriting the elements of the 1st-order perturbed LCAO matrix, considering not

one but two perturbations, at pulsations ω and -ω, which are complex-conjugate of each other:

Cζ(ω) = CU ζ(ω) (5.23)

Cζ(−ω) = −CU ζ(ω) (5.24)

The ζ exponent states for a first-order derivative with respect to Eg. Accordingly from the

first-order orthonormalization equation:

Cζ†(−ω)SC + C†SCζ(ω) = 0 (5.25)

we obtain

U ζ†(−ω) + U ζ(ω) = 0 (5.26)

Because of the form of the density matrix (Equation 5.27), we need both U ζ†(−ω) and U ζ(ω).

This problem is simplified by the use of the orthonormalization equations. Once U ζ(ω) has been
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computed, Cζ(ω) can computed via Equation 5.23 while Cζ(−ω) can be computed using Equation

5.24.48

Dζ(ω) = Cζ(ω)nC† + CnCζ†(−ω) (5.27)

Note that the first-order transformation matrices U ζ(±ω) are block off-diagonal with zero in

the diagonal blocks and that Dζ(ω) depends only on these off-diagonal (occ-unocc and unocc-occ)

elements :

Dζ
rs(ω) =

occ∑
i=1

unocc∑
a=1

CraU
ζ
ai(ω)C†is + CriU

ζ†
ia (−ω)C†as (5.28)

Once again, the Dζ matrix elements are evaluated using an iterative procedure, as shown in

Figure 5.2. This requires calculating the elements of U ζ :

U ζ
ia(ω) =

Gζ
ia(ω)

εa − εi − ω
(5.29)

Beforehand, the Gζ elements should be calculated:

Gζ = C†F ζC (5.30)

Figure 5.2 – THDF cycle for dynamic electric field perturbation
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5.2.3 First hyperpolarizability

The TDHF formalism can be used to treat the interaction of a molecule with light. Within

this approach, the evaluation of the first hyperpolarizability, β, involves the determination of the

second-order derivatives of the density matrix, D, with respect to the dynamic external electric

field, as mentionned in Equation 5.31. However, it is possible to get the first hyperpolarizability

directly from the first-order derivative of the LCAO coefficients (Equation 5.23 and 5.24) by taking

advantage of the "2n+ 1" rule. The latter states that the knowledge of the wavefunction through

order n allows the knowledge of the energy through order (2n+ 1).

βζηχ(−2ω;ω, ω) = 2
K∑
pq

M ζ
p,qD

ηχ
qp (ω, ω) (5.31)

5.3 Density functional theory

5.3.1 Time-independent version

The density functional theory (DFT)49,50 is a method that provides the ground state properties

of large systems within reasonable computational costs (i.e. similar computational cost as the

Hartree-Fock method but it introduces electron correlation, whereas the cost of other correlated

methods increases considerably with the size of the system).

The principle of DFT is based on the Hohenberg and Kohn (H-K) theorems which state that

the ground state electronic energy is determined completely by the electron density, ρ(−→r ).51 So,

the complete wavefunction, Ψ(−→x1,−→x2, ...,−→xN), and the associated Schrödinger equation are replaced

by the much simpler electron density, ρ(−→r ), and its associated calculation schemes.

The first H-K theorem affirms that the external potential vext(−→r ) is determined, within a

trivial additive constant, by ρ(−→r ). Since ρ(−→r ) gives the number of electrons, N, by integration,

it therefore determines the kinetic energy operator, T̂ , as well as the electron-electron repulsion

operator, Û . Finally, the full Hamiltonian (Equation 5.4) is, according to this theorem, completely

defined, as well as all properties determined by Ĥ.

27



Part II. Chapter 5. Quantum Mechanics

Owing to this first H-K theorem, the energy is a functional of the electron density and is

written:

Ev[ρ(−→r )] = T [ρ(−→r )] + V [ρ(−→r )] + U [ρ(−→r )] (5.32)

where T is the kinetic energy functional, V is the nuclei-electron (external) potential energy, and

U is the electron-electron repulsion energy. These can be regrouped into two terms depending on

the external potential and a new quantity, the Hohenberg-Kohn functional, FHK :

Ev[ρ(−→r )] =

∫
ρ(−→r )v(−→r )d−→r + FHK [ρ(−→r )] (5.33)

where FHK is expressed as:

FHK [ρ(−→r )] = T [ρ(−→r )] + J [ρ(−→r )] + non-classical term (5.34)

where U has been decomposed into a Coulombian "classical" term, J , and the remaining non-

classical terms. The 2nd H-K theorem states that Ev[ρ(−→r )] delivers the lowest energy, if the input

density is the true ground state density ρ0(−→r ), by using the variational principle.51 If FHK was

known exactly, the Schrödinger equation could be solved exactly. However, the non-classical term,

called the exchange-correlation, is not known.

Within the Kohn-Sham (KS) approach, one considers a set of fictitious non-interacting "par-

ticles", defined to reproduce the exact density, ρ(−→r ), of the interacting electrons. Then, fol-

lowing equation 5.35 one-electron wavefunctions are reintroduced under the form of Kohn-Sham

(spin)orbitals, Θi.49 They satisfy the relation:

ρ(−→r ) =
N∑
i=1

∫
dω|Θi(

−→r , ω)|2 (5.35)

The full Hamiltonian for this non-interacting electron system (Equation 5.36) does not include

explicit electron-electron repulsion and it can be written as the sum of one-electron terms. The first

being the kinetic energy term and the second, the effective potential veff (−→r ) (i.e. the Kohn-Sham

effective potential in which the non-interacting electrons move).
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Ĥ = −1

2

N∑
i=1

∇2
i +

N∑
i=1

veff (
−→ri ) (5.36)

Within the KS approach, FHK [ρ] or F [ρ] becomes:

F [ρ] = Ts[ρ] + J [ρ] + Exc[ρ] (5.37)

Finally, similarly to HF, the canonical form of the Kohn-Sham equation (Equation 5.38) is

obtained using the variational principle under the same orthogonality constraint:

[
−1

2
∇2 + veff (

−→r )

]
Θn(−→x ) = εnΘn(−→x ) (5.38)

Since veff (−→r ) depends on ρ(−→r ), this equation must be solved self-consistently, as shown in Figure

5.3.

Figure 5.3 – Kohn Sham SCF cycle.

KS theory is exact in principle, via the introduction of the exact exchange-correlation (XC)

functional.52 However, since the latter is not known, it has to be approximated. Different types

of XC functionals were developped over the years, increasing more and more the accuracy of the

exchange correlation energy. Indeed, the accuracy of the Kohn-Sham method depends on the

validity of this approximated functional.53 However, there is no straightforward way in which the
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XC functional can be systematically improved.54,55 Moreover, the higher levels are typically more

computationally demanding than the lower ones.56 As shown Figure 5.4, the hierarchy of XC

approximations form a ladder, called Jacob’s ladder.56 Each rung incorporates the key elements of

the lower rungs, and more.

The local density approximation (LDA) functionals were the first functionals created. They

assume that the XC energy of a non-uniform system can be obtained by applying an uniform gas of

electron for infenitesimal portions of the non-uniform electron distribution. However, it has been

proven that LDA is no better than HF and so there is no point in doing it on its own.53

With the generalized gradient approximation (GGA), a dependence on the gradient of the

density is added. Then, for the meta-GGAs, an explicit dependence on the kinetic energy density

is introduced. The hybrid functionals include a percentage of exact Hartree-Fock exchange (EXX).

This exact exchange is needed to describe situations in which the exact XC hole has a long-range

component that cannot be replicated by local or semi local approximation such as LDA, GGA, or

even meta-GGA.53,57

More rungs were added to the ladder with the double hybrids, which include a perturbative

second-order Møller-Plesset correlation part (MP2) in addition to a percentage of HF exchange58 as

well as with dispersion-including functionals that replace part of the non-local, long- and medium-

range electron correlation effects in conventional GGA (and higher) by empirical dispersion cor-

rections.59

The challenge is to find the appropriate XC functionals to yield accurate results. Still, this

depends on the type of molecular system as well as on the property of interest.60

5.3.2 Geometry optimization

In this work, DFT was applied to perform the geometry optimization of all the molecular

structures considered. Indeed, it is well established that the density functional formalism is a

powerful tool in predicting ground-state properties of many-electron systems. The M06-2X XC

functional was used in this study considering that it exhibits an excellent all around performance.52

Futhermore, previous works demonstrated its efficiency for obtaining the geometry of ANEP-like

structure, in particular, its dihedral angles. M06-2X is a global meta-hybrid functional that con-

tains 54% of HF exchange.61 A structure optimization proceeds self-consistently. At each iteration,

the algorithm computes four quantities that are used as criteria to monitor the optimisation: i)
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+ dependence on the gradient of the energy
GGA

+ dependence on the kinetic energy density
meta-GGA

+ dependence on exact exchange
global hybrids   global meta hybrids   

dependence on the density 
LDA

Hartree world

+ dependence on virtual orbitals
double hybrids   

Chemical Accuracy

Figure 5.4 – Jacob’s ladder of XC functionals.56

the maximum remaining forces acting on the atoms, ii) the root mean square (RMS) forces on

all atoms, iii) the maximum, and iv) RMS displacements (i.e. the maximum structural changes

between the last two steps). The algorithm then modifies the molecular structure towards the next

local minimum on the potential energy surface. Once these four values fall under the convergence

thresholds, fixed beforehand, the optimization is complete.

5.3.3 Time-dependent version

At the DFT level, the responses to a dynamic external electric field are evaluated using the time-

dependent density functional theory (TDDFT) method.62,63 Similarly to the time-independent

case, it has been demonstrated that there is a one-to-one correspondence between the time-

dependent density, ρ(−→r , t), and the time-dependent external potential, v(−→r , t). As a consequence,

the time-dependent wavefunction is completely defined by the density. Again, within the KS ap-

proach, we consider a set of non-interacting electrons, having the exact density of the real system

:
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ρ(−→r , t) =
N∑
i=1

∫
dω|Θi(

−→r , ω, t)|2 (5.39)

Similarly, we obtain the time-dependent Kohn-Sham equation (Equation 5.40), which is solved self-

consistently, within the adiabatic approximation. Equation 5.40 is the equivalent to the canonical

form of the TDHF equation (Equation 5.11).

[
−1

2
∇2 + veff (

−→r , t)
]

Θn(−→x , t) = i
∂

∂t
Θn(−→x , t) (5.40)

with

veff (
−→r , t) = v(−→r , t) +

∫
ρ(−→r ′, t)
|−→r −−→r ′|d

−→r ′ + vxc(
−→r , t) (5.41)

For a system in the ground state, corresponding to v0(−→r ), at t0, the potential is perturbed by a

time-dependent perturbation, so that it becomes itself time-dependent:

v(−→r , t) = v0(−→r ) + λv1(−→r , t) (5.42)

The system responds to this perturbation so that the electron density becomes in turn time-

dependent:

ρ(−→r , t) = ρ0(−→r ) + λρ1(−→r , t) + λ2ρ2(−→r , t) + ... (5.43)

The first-order density matrix in the frequency domain is given by:

ρ1(−→r , ω) =

∫
χeff (

−→r ,−→r ′, ω)v1eff (
−→r ′, ω)d−→r ′ (5.44)

where χeff (−→r ,−→r ′, ω) is the linear response kernel and v1eff (
−→r ′, ω) is the first-order perturbed

effective potential:

v1eff (
−→r ′, ω) = v1(−→r ′, ω) +

∫ [
1

|−→r −−→r ′| + fadiaxc (−→r ,−→r ′, ω = 0)

]
ρ1(−→r ′, t)d−→r ′ (5.45)

where fadiaxc is the adiabatic XC kernel. As can be seen from the form of Equations 5.44 and 5.45,

these equations are interdependent and must be solved iterativelly. This leads for instance to a
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SCF cycle analogous to the one presented in Figure 5.2 when the target consists in calculating the

response to external electric fields (see also Subsection 5.3.4).

5.3.4 First hyperpolarizability

Similarly to the TDHF case, the first hyperpolarizability are obtained by taking advantage

of the "2n + 1" theorem. In the present case, it means that β, corresponding to the third-order

derivative of the energy, E with respect to the electric field, can be obtained from the knowledge

of first-order quantities.

β(E) = −
(
∂3E(E)

∂E3

)
E=0

(5.46)

There are many analogies to the calculation of frequency-dependent hyperpolarizabilities be-

tween the TDHF and TDDFT approaches. The major difference is that, within the TDDFT

approach, the correlation effects are taken into account via the fadiaxc term of Equation 5.45. The

latter being usually very important to evaluate the first hyperpolarizability.

5.3.5 Excitation energy

One of the most popular application of the TDDFT is the extraction of the electronic excited-

state properties, after the ground state of a molecule has been found.63 It exploits the fact that

the linear response, ρ1(−→r , t), to the external perturbation, ω, presents poles at the exact vertical

excitation energies of the system.64 By combining the two-interdependent Equations 5.44 and 5.45,

we obtain this generalized eigenvalue problem65:

 A B

B∗ A∗

X
Y

 = ω

1 0

0 −1

X
Y

 (5.47)

where the form of the matrices A and B are given in Refs66,67 and the matrices X and Y are

associated with excitations and de-excitations. Within the Tamm-Dancoff Approximation (TDA),

B is set to zero, and Equation 5.47 simplifies as:

AX = ωX (5.48)

Equations 5.47 and 5.48 allow us to obtain the excitation energies as well and the oscillator
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strengths.63 In this work, the excitations energy were calculated not only to characterize the low-

energy absorption spectra of the chromophore but also to analyze their first hyperpolarizabilities

within the two-state approximation, of which the principles and results are presented in Section

7.5. Once again, the M06-2X XC functional was used, as the performance of the M06 family to

obtain excitation energies was demonstrated.68 Furthermore, it was previously employed to get

the wavefunction.

5.4 Polarizable Continuum Model and implicit solvation

Most systems are not in gas phase, but in solution (or in more complex environments) and the

challenge is to describe accurately the solute-solvent interactions. Indeed, the latter modify the

equilibrium structures and change the response of the molecule to external perturbations. When

simulating solvated systems, the choice of solvent approximation is therefore an important issue.

There are two main approaches to simulating solvents: explicitly or implicitly. With an explicit

solvation model, the solvent molecules (i.e. the coordinates) are included in the input file. In

implicit models, the solute-solvent interactions are replaced by a reaction electric field representing

the statistical average over all solvent degrees of freedom. This reduces the computational cost

but they pay a penalty in accuracy. The solute-solvent hydrogen bonds are not reproduced, for

example.

In this study, solvent effects were partially described by using the Integral Equation Formalism

of the Polarizable Continuum Model (IEFPCM).69–71 This implicit solvation scheme approximates

the solvent as a structureless polarizable continuum whose interactions with the solute are mediated

by its dielectric permittivity, ε. The solute is in a cavity built by interlocking van der Waals spheres

centered at the atomic positions, as shown at Figure 5.5. There might be inaccessible zones to

the solvent, so that the Solvent Excluding Surface (SES) or Solvent Accessible Surface (SAS) can

be defined. The SES is delimited by rotating a spherical probe around the cavity to smooth its

contour. Within the SAS approach, the radius of the solvent is added around the cavity.

After proper definition of the cavity, the solute-solvent interactions are modeled by introducing

a surface charge distribution on the cavity surface, giving rise to an apparent surface charge

(ASC), σ(−→r ). The charge distribution of the solute inside the cavity, ρ(−→r ), polarizes the dieletric

continuum, which in return polarizes the solute charge distribution. This electrostatic problem can
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Rotating probe
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SAS
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Figure 5.5 – Definitions of the PCM cavity.

be solved in terms of a potential, V (−→r ) (Equation 5.49), that contains two terms, one depending

on the charge distribution of the solute, ρ(−→r ), and the other relative to the apparent surface charge

σ(−→r ) associated to the solvent.70,71

V (−→r ) = Vρ(
−→r ) + Vσ(−→r ) (5.49)

Finally, the solute-solvent interactions are taken into account by including this potential contribu-

tion to the Hamiltonian of the isolated molecule to form an effective solute Hamiltonian :

Ĥeff = Ĥsolute + VSCRF (5.50)

with:

VSCRF =

∫
V (−→r )ρ(−→r )d−→r (5.51)

Evaluating the solute-solvent interactions is therefore done self-consistently via an iterative

procedure. In each SCF cycle, there is a second iterative procedure dedicated to evaluate Vσ(−→r )

and σ(−→r ).
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Molecular Mechanics

6.1 Theoretical background

Molecular Mechanics72 (MM) is a computational method that allows us to compute the poten-

tial energy surface of a system, and find its minimum. It is a “ball-and-spring” model, meaning

that each spring represents a classical interaction (i.e. no electrons present) between two or more

atoms. The potential energy is described by a set of energy functions gathered in the so-called

force field (FF). All common FFs subdivide potential energy functions into two classes, bonded

[bond-stretching (Equation 6.1), angle-bending (Equation 6.2), torsional angle motions (Equation

6.3), and out-of-plane “improper torsion” potentials (Equation 6.4)], and nonbonded interactions

[Lennard-Jones repulsions and dispersions (Equation 6.5), hydrogen-bonding as well as Coulomb

forces (Equation 6.6)].73

V (r) =
∑
bonds

Kr(r − req)2 (6.1)

V (θ) =
∑
angles

Kθ(θ − θeq)2 (6.2)

V (φ) =
∑

dihedrals

Kφ(1− cos(nφ)) (6.3)

V (ψ) =
∑

impropers

Kψ(ψ − ψeq)2 (6.4)

V =
∑
i<j

4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(6.5)

V =
∑
i<j

qiqj
4πε0rij

(6.6)
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6.2 Molecular Dynamics

Molecular Dynamics (MD)74,75 is a very powerful toolbox in modern molecular modelling that

was first developed in the late 70s. It generally uses MM potential energy functions to generate

configurations of a system and enables to follow and understand its structure and dynamics with

extreme details. It gives access to the kinetic properties of the system. Actually, this method

consists of the numerical, step-by-step, solution of the classical Newton’s equations of motion,73

which may be written :

mi
−→̈
ri =

−→
Fi = −−→∇Vi (6.7)

with mi the mass of the ith atom,
−→̈
ri the acceleration, and

−→
Fi the force. V is the potential energy

of the system that is calculated using FF. The latter calculates the forces acting on the atoms and

subsequently the coordinates and the velocities are updated at each step of the MD simulation

(Figure 6.1). The results consist in a series of snapshots taken at close time intervals.

Figure 6.1 – MD flowchart.

A MD simulation is divided into several parts: minimization, equilibration, and production.

After the simulation has been set up, usually a brief minimization is performed for two reasons.

First, when a starting configuration is very far from equilibrium, large forces can cause the simula-

tion to crash or distort the system. Secondly, clashes between atoms are removed. The goal of this

minimization step is not to reach any global equilibrium. Then, an equilibration run is conducted
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during which the system is left to equilibrate. The simulation switches to the production run when

the energy (or another property) of the system has converged. During this last step, data are

collected and properties can be calculated and analyzed.

6.2.1 Discussion of the parameters

In order to set up a simulation, several parameters have to be fixed. Information about the

initial size of the periodic cell, the time of the simulation, the statistical ensemble, the time step,

the number of molecules included in the simulation, and so on, are needed. All these choices can

impact considerably the feasibility and validity of the computations. The force fields chosen for

the studied molecules are also crucial. The choice and validation of the force fields used in this

study are discussed later, in Chapter 8.

Periodic boundary conditions (PBC)

A periodic cell is often used to avoid surface effects at the boundary of the simulated system.

The cell is thus surrounded with copies of itself to infinity by translation in all three Cartesian

directions. When a particle leaves or enters the simulation box on one side, an image particle

enters or leaves the box on the opposite side. The number of particles is always constant and

each particle is subject to the potential from all other particles in the system including in the

surrounding cells. Because every cell is an identical copy of all the others, all image particles move

solidary together and only one of them is actually simulated.75

Statistical ensemble

A choice has also to be made concerning the statistical ensemble in which will occur the MD

simulation. Different statistical ensembles can be used depending on the purpose of the work.

Among the microcanonical ensemble (NVE), the canonical ensemble (NVT), the grand-canonical

ensemble (µVT, with µ the chemical potential), and the isothermic-isobaric ensemble (NPT), most

molecular dynamics studies on biological systems use either the NPT or the NVT ensemble. The

NPT ensemble fixes the number particles (N), the pressure (P), and the temperature (T). Not

fixing V, allows the system to adjust the box size so that the internal virial matches the externally

applied pressure.76–78 The advantage of this method is that only an approximation of the initial

size is needed.79
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Time step

The time step or the interval over which the forces are considered constant, and which deter-

mines how often configurations change, is an important consideration. The choice of the time step

to accurately describe the dynamics of a system is governed by the fastest degree of freedom, which

in most cases, are the intramolecular bond vibrations. If the time steps are unecessary too small,

computer time and disk space are wasted. If the time steps are too large, the simulation is no

longer energy conserving and accuracy will suffer. Difficulties arise when very fast and very slow

motions are present simultaneously, since a time step small enough to describe the fast motions

will require unreasonably long computations to describe the slow motions.80

Nonbonded interactions

Computing exactly the nonbonded interactions (which occur between every pairs of atoms) is

unfeasible because too long and expensive. To reduce the cost of this computation, a common ap-

proach is to ignore any interaction between atom separated by more than a cutoff distance. This

approximation is accurate for van der Waals forces, which tend rapidly to zero as the distance

increases. Additionally, a number of approximations (switching or shifting) have been proposed

where the potential is modified so that the forces approach zero or are exactly zero at the cutoff

distance.81 However, this truncation is not longer valid when treating electrostatic forces, which

decay much more slowly with the distance. An alternative approach, for a simulation using pe-

riodic boundary conditions, is to fully account for the long-range component of the electrostatic

interactions, using the particle-mesh Ewald method (PME).81 The Ewald summation is an infinite

sum of charge-charge interactions for an electrostatic neutral system.73 Within the PME, the elec-

trostatic interactions are divided into two parts: a near component calculated for all atom pairs

up to the cutoff distance, and a long-range component.81

6.2.2 Simulations set up

Our ultimate goal is to perform MD simulations of chromophore 1a inside a lipid bilayer.

Since it is surrounded by water, the chromophore was first simulated in this environment. The

partial charges needed to start the MD simulations were calculated ab initio using the electrostatic

potential (ESP) model with the Gaussian1682 program at the DFT/M06-2X level with the cc-pVDZ
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Figure 6.2 – Charge distribution used in the simulations. The numbers next to each charged
atom are the partial charges (in a.u.). (a) Water molecule; (b) Chromophore 1a, and (c) DPPC
molecule.
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basis set. Figure 6.2 shows the partial atomic charges as computed and as used in the simulation.

The initial structure of each system was constructed on the basis of minimized structure of water

and/or chromophore 1a and/or DPPC obtained at the M06-2X/cc-pVTZ level and assembled using

Packmol83 by replicating the individual molecules. A great care was given to this step because

previous simulations, especially involving membrane systems, have been showed to be extremely

susceptible to the starting conditions.84,85 The MD simulations were carried out using NAMD2.1273

(unless specified, the default parameters were used) and visualized and analyzed with VMD1.9.4.86

Simulation of the solvent

First, to make sure that the bulk properties of water are reproduced, the solvent alone was

simulated using the Simple Point Charge for Flexible water (SPC/Fw)87 FF. The MD simulation

was conducted on a cubic box with sides 30Å and containing 1000 molecules of water (Figure 6.3).

The system was first briefly minimized and then equilibrated for 5 ns using the NPT ensemble via

a Berendsen thermostat and barostat,77 respectively. Lennard-Jones interactions were truncated

at 12 Å using a switching function starting at 10 Å while long-range Coulombic interactions are

treated by the PME.81 The time step was 1 fs. Finally, the production step was run over 5 ns

using the same conditions.

Figure 6.3 – Simulation box containing 1000 water molecules.

Simulation of chromophore 1a in water

In a second step, the MD simulation was conducted for a cubic box of side 44Å containing

one molecule of 1a (chromophore of 94 atoms) and 4500 molecules of water (Figure 6.4), for a

total of 13594 atoms. We used the modified Generalized Amber Force Field (GAFF)88 (see below)
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for the chromophore and the SPC/Fw87 FF for the water molecules. Again, the system was first

minimized and then equilibrated for 3 ns using the NPT ensemble (P = 1 atm and T = 300.0 K)

by the means of Berendsen barostat and thermostat,77 a switching cutoff function starting at 11Å

to 14Å, PME,81 and a time step of 1 fs. Finally, the production was run over 10 ns using the same

conditions.

Figure 6.4 – Simulation box containing chromophore 1a and 4500 water molecules.

Simulation of chromophore 1a inside a lipid bilayer

Finally, the lipid bilayer was modelized following most reccurent MD simulations set ups.16,28,32,79,89–104

The system consist of 125 DPPC molecules (61 and 64 in the leaflet with and without the chro-

mophore, respectively), one dye molecule and 3840 water molecules, providing a total of 27864

atoms in the simulation (Figure 6.5) and a 3840/125 = 30.72 water/lipid ratio. We can also define

the water content by weight as c = mH2O/(mH2O + mDPPC). Experimental results suggest that

DPPC bilayers in the Lα phase are fully hydrated at c = 0.36105,106 or c = 0.40,107 both values

are slightly below our water concentration (c = 0.42). Generally, a bilayer with a large amount of

water is also expected to mimic a biological membrane better than a system with little water.?

The MD simulation of chromophore 1a embedded in the DPPC bilayer was conducted using the

CHARMM 36 (C36)98,108 FF for the lipid molecules, modified GAFF88 for chromophore 1a, and

the SPC/Fw87 FF for the water molecules. The initial simulation started from a box with sides

of 80Å and was first minimized. The box was equilibrated for 140 ns using the NPT ensemble

(P = 1 atm and T = 315.15 K, the transition temperature of DPPC for the shift between the Lβ

and Lα phase being 315K107). The pressure and temperature were maintained using the Langevin

piston109 and Langevin temperature bath, respectively. Lennard-Jones interactions were truncated
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at 12Å using a switching function starting at 10Å while long-range Coulombic interactions are

treated by the PME81 technique. The time step used was 1 fs. Periodic boundary conditions were

applied in all three dimensions, so that the simulation is actually that of a multilamellar system.

The production was run over 240 ns using the same conditions.

Figure 6.5 – Simulation box containing 125 DPPC, chromophore 1a, and 3840 water molecules.
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Chapter 7

Study of structure-β relationships

7.1 Motivation and definition of the chromophores set

The goal of this Chapter is to uncover relationships between the structure of chromophores

and their βHRS responses. In order to do that, a set of chromophores was defined starting from the

di-8-ANEPPS (Figure 7.1, compound 1a), which is a commercially available molecule commonly

used in SHG experiments. Various structural parameters of interest were modified, as the size of

substituents on either side of the molecule, the length of the π-conjugated path joining the two

aromatic moeities, and the position of substituents. Each series is dedicated to the study of one

parameter.

For this study, the geometries were optimized at the M06-2X/cc-pVTZ level of approximation

in gas phase and in water using the IEFPCM69–71 implicit solvation scheme. All calculations were

carried out using the Gaussian1682 package.

Starting with chromophore 1a, series 1 is defined by varying the length of R1, the alkyl sub-

stituents. Going from di-8-ANEPPS, for which R1 is a chain of eight carbon atoms, the size is

progressively reduced to obtain chromophore 1f, bearing only an amino group. Along the way,

chromophores 1b, 1c, 1d, and 1e were also defined. They possess respectively six, four, two

and one carbon atom(s). All chromophores considered are completely planar, meaning that the

sulfur of the sulfonate, the aromatic rings, and the backbone of one of the alkyl chains are in the

same plane. Furthermore, the alkyl chains are in all-trans conformation. Chromophore 1c* is
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Figure 7.1 – Structures of the chromophores derived from di-8-ANEPPS (1a). The segments used
to evaluate the bond length alternation (BLA) are highlighted in red. The BLA is defined as the
average of the differences between the single and double C-C bond lengths.
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the exception. In the latter case, to assess the effect of the position of the sulfonate group, we

have also considered another conformer of chromophore 1c where the sulfonate is bent towards

the pyridinium ring, as shown in Figure 7.2.

(a) (b)

Figure 7.2 – (a) Planar geometry of chromophore 1c, and (b) geometry of chromophore 1c* where
the sulfonate is bent towards the pyridinium ring.

The second series is also defined by the variation of the length of an alkyl substituent, R2. The

substantial difference between the series 1 and 2 is that series 2 does not include the sulfonate

group. As a consequence, compounds of this series (and the following ones) are no longer globally

neutral molecules but they display a net positive charge mostly localized on the pyridinium ring.

Chromophore 2a is analogous to chromophore 1f, where the sulfonate group is replaced by a

methyl group, forming therefore a n-butyl R2 group. Once again, the size of the substituent is

progressively reduced with chromophore 2b (R2 = n-propyl) and chromophore 2c (R2 = ethyl).

Series 3 only includes one compound, for which the π-conjugated path has been lengthened by

one carbon-carbon double bond with respect to series 1 and 2.

The fourth series is build by varying the position of the methyl-nitrogen group of the pyridinium

ring. Chromophore 4a is the analogous to chromophore 2c where the R2 substituent has been

shortened by one CH2 unit and the NH2 substituent has been replaced by a NMe2 one. For

chromophore 4b, the nitrogen atom goes from the 1-4 position to the 2-4 position with respect to

the π-conjugated linker. Following, in chromophore 4c, the nitrogen atom is in 3-4 position.

In the last series, the influence of the position of the amine group on the aromatic ring is

probed. Chromophores 5a, 4a, 5b, and 5c are defined with the amine substituent successively in

1-6, 2-6, 3-6, and 4-6 positions with respect to the π-conjugated linker.

47



Part III. Chapter 7. Study of structure-β relationships

7.2 Choice of the basis set

To begin with, the first hyperpolarizability of chromophore 4a was calculated using a collection

of atomic basis sets in order to determine the most efficient one. These calculations were performed

for the isolated molecule (diluted gas phase) at 1064 nm using the TDHF method. All calculations

were carried out using the Gaussian1682 package.

Basis set βHRS
βHRS

βHRS aug-cc-pVTZ
DR cpu time

STO-3G 24.0 0.60 4.92 44
6-31G 36.1 0.90 4.90 319
6-31G* 36.2 0.90 4.90 1289
6-31+G* 40.5 1.00 4.91 6461
6-311+G* 40.5 1.00 4.91 12982
cc-pVDZ 37.5 0.93 4.90 2939
cc-pVTZ 38.8 0.96 4.91 51867

aug-cc-pVDZ 40.7 1.01 4.92 54063
aug-cc-pVTZ 40.3 1.00 4.92 1144353
d-aug-cc-pVDZ 40.6 1.01 4.92 129292

Table 7.1 – TDHF βHRS (in 103 a.u.) and DR of chromophore 4a in gas phase (λ = 1064 nm) as
computed for a collection of basis sets in comparison to the cpu time (s). The ratios with respect
to the reference aug-cc-pVTZ basis set are given in the third colunm.

Results in Table 7.1 highlight first that the choice of the basis set is crucial. Indeed, the β

values change by about a factor 2 from the minimal STO-3G basis set to aug-cc-pVDZ while β is

underestimated in absence of diffuse functions. Owing to its size (valence triple-ζ) as well as to the

negligible impact of adding a second set of diffuse functions (d-aug-cc-pVDZ versus aug-cc-pVDZ),

the aug-cc-pVTZ basis set was chosen as the reference and all the basis sets were compared to it.

Both the 6-31+G* and the 6-311+G* basis sets stood out from the other ones because they yielded

the closest β values in regards to the aug-cc-pVTZ result in the least cpu time possible. Later, the

6-311+G* basis set was preferred because in addition to present a good balance between diffuse

and polarization functions, it is a valence triple-ζ, which is important for predicting molecular

structures and relative energies. Moreover, results show that the DR is almost independent of the

basis set. As a matter of fact, in this Chapter, for the computation of β, the 6-311+G* basis set

is employed, in conjunction with the TDHF approach, for a 1064 nm wavelength.
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7.3 Calculation of the first hyperpolarizability in gas phase

using QM approaches

The first hyperpolarizability values for the entire set of chromophores calculated in gas phase

are presented in Table 7.2. All values are of the same order of magnitude, i.e. of the order of

104 a.u.. On the one hand, chromophore 3 exhibits the largest βHRS value (93.8× 103 a.u.), owing

to its longer π-conjugated path. On the other hand, (besides 1c*, see below) chromophore 5b

(12.0× 103 a.u.) yields the lowest βHRS value.

As shown in Table 7.2, the longer the R1 substituent (i.e. the stronger the donor) is, the larger

the βHRS value of the compounds of series 1, except for compound 1c*. βHRS values range from

20.5× 103 a.u. for chromophore 1a bearing the longest R1 chains (R1 = octyl) to 12.1× 103 a.u. for

chromophore 1f for which R1 = one hydrogen atom. This is the result of a progressive diminution

of approximately 14 % when going from 1a to 1d and of 30 % when going from chromophore 1e

to 1f. For chromophore 1c*, as said before, to assess the effect of the position of the sulfonate

group, we have considered another conformer where the sulfonate is bent towards the pyridinium

ring. The presence of this nearby anion "electrostatically" reduces the acceptor character of the

pyridinium ring, and therefore leads to a decrease of βHRS. In gas phase, a value of 20.1× 103 a.u.

is found for chromophore 1c, whereas a value of 10.3× 103 a.u. is found for chromophore 1c*,

corresponding to a decrease by approximately 50 %.

In series 2, the βHRS values are larger than those of compound 1f (the corresponding compound

from the 1a-1f series, which also bears an amino donor group). βHRS goes from 12.1× 103 a.u.

for chromophore 1f to 26.6× 103 a.u. for chromophore 2a. This effect is attributed to the cationic

nature of the compounds in series 2 whereas, in the first series, the terminal SO –
3 damps the

acceptor character of the pyridinium moiety. Note that, in parallel, the bond length alternation

(BLA), which is a measure of the π-delocalization between the donor and acceptor moieties, de-

creases from 1f (0.10Å) to 2a-2c (0.07 - 0.08 Å). Table 7.2 also shows that the length of the alkyl

chain R2 does not really matter. Indeed, βHRS values vary by less than 5% while chromophore 2c,

bearing the smallest R2 chain, exhibits the largest βHRS of its series (27.8× 103 a.u.).
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Chromophore βHRS gas βHRS TSA gas BLAgas DR βHRS H2O βHRS TSA H2O BLAH2O DR βHRS H2O

βHRS gas

βHRS TSA H2O

βHRS TSA gas

1a 20.5 28.9 0.10 4.87 18.0 36.7 0.12 4.82 0.88 1.27
1b 20.2 28.4 0.11 4.86 17.8 36.4 0.12 4.81 0.88 1.28
1c 20.1 27.7 0.10 4.86 19.5 36.0 0.11 4.82 0.95 1.30
1c* 10.3 17.9 0.11 4.79 15.8 34.7 0.11 4.81 1.53 1.93
1d 17.6 24.9 0.10 4.84 16.5 34.1 0.11 4.79 0.94 1.37
1e 17.3 23.4 0.10 4.83 17.5 35.0 0.11 4.79 1.01 1.49
1f 12.1 12.9 0.10 4.80 12.2 23.9 0.11 4.75 1.01 1.85
2a 26.6 13.3 0.08 4.88 18.0 16.1 0.11 4.78 0.68 1.21
2b 26.5 19.5 0.08 4.88 11.5 21.0 0.11 4.73 0.43 1.08
2c 27.8 19.6 0.07 4.89 11.8 22.8 0.11 4.74 0.42 1.16
3 93.8 51.3 0.05 4.94 27.0 58.1 0.09 4.83 0.29 1.13
4a 40.5 26.4 0.07 4.91 16.8 33.8 0.10 4.78 0.41 1.28
4b 18.9 24.1 0.09 4.96 7.0 21.6 0.12 4.82 0.37 0.90
4c 25.5 17.9 0.07 4.91 12.0 19.8 0.10 4.82 0.47 1.11
5a 12.1 3.4 0.09 4.97 5.3 15.9 0.12 4.85 0.44 4.66
5b 12.0 13.0 0.09 5.20 5.7 12.4 0.11 5.23 0.47 0.95
5c 14.6 17.8 0.08 4.93 6.2 15.8 0.11 4.71 0.43 0.89

Table 7.2 – TDHF βHRS gas and βHRS H2O (in 103 a.u.) (λ = 1064 nm) computed for the entire set of chromophores, βHRS calculated
using the two state approximation (βHRS TSA gas and βHRS TSA H2O), BLA (in Å) as well as DR values. The last two columns report
the H2O/gas β ratios
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As said before, chromophore 3 possesses an additional double bond in the π-conjugated path

joining the two aromatic moieties, resulting in the highest βHRS value of the entire set of chro-

mophores. This goes hand in hand with the lowest BLA value (i.e. 0.05 Å). This is also consistent

with the study of Reeve and coworkers,16 who demonstrates that the first hyperpolarizability tends

to increase with the bridge length. However, as mentioned in Chapter 2, there is a balance to find

between the large NLO response induced by long π-conjugated path and the solubility of the

molecule.

In series 4, the effect of the position of the methyl-nitrogen group around the pyridinium ring

is probed. The largest βHRS value is achieved for 4a (40.5× 103 a.u.) where the nitrogen atom is

in 1-4 position with respect to the π-conjugated path. Then, comes the βHRS of 4c (where the

nitrogen atom is in 3-4 position), which is smaller because the donor-acceptor length gets smaller.

Finally, βHRS further decreases in 4b (18.9× 103 a.u.) because the π-electron delocalization with

the nitrogen atom in 2-4 position is not possible, as shown in Figure 7.3. This diminution is nicely

corroborated by an increase of the BLA value going from chromophores 4a and 4c (0.07Å) to

chromophore 4b (0.09Å).

Similar trends but smaller variations are observed in series 5 when moving the amino donor

group on the terminal ring. The push-pull effect is not possible for chromophores 5a and 5b (βHRS

= 12.1× 103 a.u. and 12.0× 103 a.u., respectively) (Figure 7.3). On the contrary, chromophore 5c

manifests a larger βHRS (14.6× 103 a.u.) than the other compounds of its series. It is also impor-

tant to note that in Series 5, when the nitrogen atom is in position 2-6, the molecule is identical

to chromophore 4a. The latter has the largest βHRS response among series 4 and 5.

The DR values were also calculated and are all close to 5, the typical value for push-pull com-

pounds, with a unique dominant, diagonal, β tensor component. Globally, molecules exhibiting

longer π-delocalization paths, also display DR values closer to 5. Chromophore 3 is the best ex-

ample of that. It possesses the largest π-conjugated path, exhibits the largest βHRS (93.8 103 a.u.)

and the fourth largest DR (4.94).
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Figure 7.3 – Selected resonance structures for compounds of series 4 and 5.
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7.4 Calculation of the first hyperpolarizability in water using

QM approaches

Table 7.2 also lists the calculated βHRS in water and the βHRS H2O/βHRS gas ratios. The analysis

made in the previous section concerning the β-structure relationships is still relevant in aqueous

phase. Indeed, similar trends are found in water. The overall effect of the solvent is to reduce

the acceptor character of the positively charged acceptor group. For example, chromophore 1a

displays a βHRS of 20.5× 103 a.u. in gas phase but of 18.0× 103 a.u. in water. Indeed, during the

solvation process, the solvent molecules orient their dipole moments to form a stabilizing solvation

shell around the solute. The shielding of the nitrogen charge induces a decrease of the βHRS and a

slight increase of the BLA. Note that these effects are stronger for the species without a sulfonate

group, which already provides a damping effect on the pyridinium acceptor character. For exam-

ple, the NLO response of chromophore 4a drops from 40.5× 103 a.u. to 16.8× 103 a.u. when going

from gas phase to water. As a consequence, for chromophores of group 1, the βHRS H2O/βHRS gas

ratio is close to one (with the exception of 1c*, which adopts another conformation), but this is

not the case for the remaining molecules where this ratio is substantially smaller than one and

ranges from 0.3 to 0.7. The βHRS results are particularly different for chomophore 3 when going

from the gas phase (93.8× 103 a.u.) to the aqueous phase (27.0× 103 a.u.), resulting in the smallest

βHRS H2O/βHRS gas ratio (i.e. 0.29). Despite this diminution, in water, chromophore 3 still displays

the highest NLO response among the set of chromophores.

To a large extent, the results presented in Sections 7.3 and 7.4 can be analyzed using Figure

7.4 where the evolution of β is described as a function of the strength of the donor and acceptor

groups, in relation with the BLA of the π-conjugated segment. In that model, weak donor and

acceptor groups present a small β response and quite large and positive BLA. It means that the

canonical covalent form is dominant in the electronic ground state (Figure 7.4, zone A). In this

zone, an increase of the CT goes hand in hand with a decrease of the BLA and an increase of β.

If the donor/acceptor strength further increases, the weight of charge-transfer resonance structure

gets larger, resulting in a smaller BLA and a decreasing β (Figure 7.4, zone B). When both forms

have equal contributions, BLA and β are more or less equal to zero. Finally, negative BLA values

appear when the charge-transfer form dominates (Figure 7.4, zones C and D). Results presented
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in Table 7.2 show that the compounds belong to zones A and B since the BLA is always positive.

Note that for our chromophore, the acceptor is positively charged.
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Figure 7.4 – Evolution of β as a function of the strength of the donor and acceptor moieties.110
The corresponding resonance structures and BLA values are superimposed to the curve.

7.5 Analysis of the first hyperpolarizability using the two-

state approximation

One way to rationalize the βHRS results is to use the two-state model,34,35 involving the tran-

sition dipole between the ground and excited states (µeg), the difference between the ground and

excited states dipole moments (∆µeg), and the corresponding excitation energy (Eeg), as written

in Equation 7.1. Of course, the goal consists in searching for qualitative relationships between

the βHRS responses and simple spectroscopic quantities. More is indeed not possible because

only one excited state has been considered. All three spectroscopic quantities, computed at the

TDDFT/M06-2X/6-311+G* level in gas phase or in water (IEFPCM),69–71 allow us to obtain the

dominant diagonal tensor component (βzzz). Then, Equation 7.2 is needed to convert βzzz into

βHRS, assuming the other components are negligible.
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βzzz TSA = 6
µ2
eg∆µeg

E2
eg

(7.1)

βHRS TSA =

√
6

35
βzzz (7.2)

βHRS calculated using the TSA (βHRS TSA) are presented in Table 7.2 for both the gas and the

aqueous phases. The βHRS TSA results are of the same order of magnitude as the TDHF ones, which

allows us to use the former for rationalizing the latter. On the other hand, they do not follow

every variations observed with TDHF. The most striking example originates from series 5. Indeed,

in gas phase, chromophores 5a and 5b display extremely similar NLO responses (12.1× 103 a.u.

and 12.0× 103 a.u., respectively) but different TSA values (3.4× 103 a.u. and 13.0× 103 a.u., re-

spectively). The same observation can be made for chromophores 2a and 2b. Moreover, for

chromophores 4b-4c in gas phase and 2a-2b-2c, 4b-4c and 5a-5b-5c in water, the relative am-

plitudes of the βHRS TSA are inverted in comparison to the βHRS TDHF. For example, in water, chro-

mophore 4c displays a larger βHRS TDHF than chromophore 4b (12.0× 103 a.u. and 7.0× 103 a.u.,

respectively). The reverse order is found for the TSA results (19.8× 103 a.u. and 21.6× 103 a.u.,

respectively). On the contrary, chromophore 3 diplays the highest βHRS TSA in both gas and aque-

ous phases. As the bridge length increases, the oscillator strength increases as well, resulting in

a decrease of Eeg and an increase of the βHRS (see later, Table 7.3). However, βHRS TSA is larger

in solution than in gas phase (51.3× 103 a.u. and 58.1× 103 a.u., respectively). The opposite was

found for the TDHF results. In fact, for the remaining series, the βHRS TSA H2O values are practi-

cally always larger than the βHRS TSA gas. This inversion can be further illustrated when looking at

the βHRS TSA H2O/βHRS TSA gas ratios, which are almost systematically all larger than one (with the

exception of chromophores 4b, 5b and 5c). This is particularly true for chromophore 5a where

this ratio amounts to 4.66.

Besides the specific comparisons, it is important to have a global look at the relationships

between the βHRS TDHF and βHRS TSA values and perform a linear regression between the two sets.

As a matter of fact, the correlation is slightly better in aqueous phase than in gas phase, as shown

in Figure 7.5. Coefficients of correlation (R2) amount to 0.62 and 0.76 in gas and aqueous phases,

respectively. This Figure also highlights the fact that the different series do not behave likewise
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Figure 7.5 – βHRS TSA values as a function of the βHRS TDHF ones, both in 103 a.u. (top) in gas
phase, and (bottom) in water.
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Chromophore µ2
eg ∆µeg

1
E2

eg
βzzz TSA βHRS TSA

1a 22.4 7.7 83.3 88.7 36.7
1b 22.3 7.7 83.3 88.0 36.4
1c 22.1 7.7 83.3 86.8 35.9
1c* 21.5 7.8 83.3 83.8 34.7
1d 21.5 7.6 83.3 82.3 34.1
1e 21.3 7.6 90.9 84.4 34.9
1f 19.2 6.6 76.9 57.8 23.9
2a 18.8 4.6 76.9 38.9 16.1
2b 18.5 6.1 76.9 50.8 21.0
2c 18.2 6.6 76.9 55.0 22.8
3 27.4 8.8 100.0 140.4 58.1
4a 20.3 7.6 90.9 81.7 33.8
4b 13.4 7.4 71.4 43.3 21.6
4c 18.9 5.1 83.3 47.9 19.8
5a 8.0 7.5 66.7 23.5 15.9
5b 17.0 4.9 58.8 30.0 12.4
5c 10.4 6.4 71.4 28.8 15.8

Table 7.3 – Spectroscopic quantities involved in the TSA expansion of βzzz for the whole list
of chromophores [(µ2

eg (in 103 a.u.2), ∆µeg (in 103 a.u.), and 1
E2

eg
(in 103 a.u.−2)] as well as the

corresponding βzzz TSA and βHRS TSA values (both in 103 a.u.). All values were computed in aqueous
phase.

in gas and in water. Indeed, the series displaying the best correlation in gas phase (series 1) does

not perform as well in aqueous phase (series 2).

To further analyze the βHRS TSA results, Table 7.3 lists the three quantities taking part in

the approximation for the whole set of chromophores while Figure 7.6 presents the evolution of

βHRS TDHF as a function of each of these three spectroscopic quantities. The best correlation is

found for µ2
eg (R2 = 0.81), while 1

E2
eg

also displays an excellent coefficient of correlation of 0.78. On

the contrary, ∆µeg only presents a R2 of 0.23.

To a given extend, variations in βHRS TDHF can be explained by the variations of one, two or the

three components of the TSA equation. For example, the diminution of βHRS TDHF when going from

chromophore 1e to 1f is illustrated by a simultaneous decrease of µ2
eg, ∆µeg and 1

E2
eg
. Similarly,

the highest values for the spectroscopic quantities are found for chromophore 3, displaying the

largest NLO response. Moreover, if we focus on µ2
eg, most of the variations of βHRS TDHF are

reproduced. Indeed, in each series, we can order the chromophores based on their βHRS TDHF or on
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Figure 7.6 – βHRS TDHF (in 103 a.u.) as a function of (a) µ2
eg; (b) ∆µeg, and (c) 1

E2
eg
. All values

were computed in aqueous phase.
58



Part III. Chapter 7. Study of structure-β relationships

their µ2
eg, resulting in essentially the same ordering. Chromophores 2b-2c and 5a-5b-5c being the

exceptions. Similar trends but with small variations are found for 1
E2

eg
. In this case, chromophores

5a-5b contradict the rule.

Lastly, it is important to note that discrepancies can originate from the fact that the βHRS THDF

values are compared to βHRS TSA evaluated using spectroscopic quantities calculated with the

TDDFT/M06-2X method.

7.6 Conclusions

In this Chapter, the β-structure relationships were investigated. In order to do that, a set

a chromophores was designed by modifying the structure of the commercially available molecule

di-8-ANEPPS. Firstly, the method used to compute the first hyperpolarizability was examined

and the combination of TDHF method and 6-311+G* basis set was chosen.

The first hyperpolarizability results obtained using the TDHF approach have, on the one hand,

emphasized the complexity of the β-structure relationships in these ANEP-like compounds. The

size of the π-conjugated bridge joining the two aromatic moieties as well as length of the π-

delocalization path (i.e. dictated by the position of the substituent) have been identified as crucial

geometrical parameters. The longer the bridge or the path is, the larger the NLO response. The

presence or absence of the sulfonate group, which reduces the acceptor character of the pyridinium

ring, has also been shown to have great impact on the amplitude of βHRS. On the contrary, the

length of the alkyl substituents on either sides of the molecules does not really matter. On the other

hand, the importance of including solvent effects in the calculations has also been highlighted. Even

if similar trends are found in gas and in aqueous phases, the first hyperpolarizabilities computed

in water are lower than in gas phase. Indeed, the solvent reduces the acceptor character of the

positively charged methyl-pyridinium, and therefore induces a decrease of βHRS.

Concerning the TSA analysis, it offers a qualitative frame to interpret the βHRS values. In

particular, a global relationship has been found between βHRS and 1
E2

eg
as well as between βHRS and

µ2
eg but not with ∆µeg, showing the limit of the TSA model.

59



Chapter 8

Modeling of the chromophore in

increasingly complex environments

The goal of this Chapter is to study and analyze the NLO responses of one chromophore

molecule embedded in different environments. This is performed by combining MD simulations

and TDDFT hyperpolarizability calculations. First of all, chromophore 1a was modeled in an

aqueous environment, using explicit water molecules. Explicit solvent is able to recover most of

the solvation effects of real solvent. This offers additional information to that provided in the

previous Chapter, focusing on the implicit solvation model and considering a static description of

the geometry. Indeed, MD simulations provide information on molecular mobility at the atomic

level. Then, the same chromophore was introduced into a lipid bilayer. This complex environment

gives insight into the behavior of the dye when it is surrounded by amphiphilic and bulky molecules.

8.1 Chromophore in water

8.1.1 Validity of the Force Fields for predicting th geometry of the chro-

mophore in view of calculating β responses

Generalized Amber Force Field (GAFF)

Preliminary results In a first step, the performance of GAFF88 to predict the geometries of

push-pull π-conjugated systems has been addressed by considering chromophore 1a and calculating

its β responses. Indeed, as shown in the previous chapter, β is very sensitive to the geometry. So,
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using the geometry of 1a optimized with GAFF (called the MM geometry), β was calculated and

compared to the value obtained using the geometry that was optimized at the DFT/M06-2X level

(called the QM geometry) (Table 8.1). Though at the TDHF level both geometries give similar

β results, the difference is large when using TDDFT/M06-2X. This originates from differences in

the geometries (Figure 8.1) (and the fact that both methods do not behave in the same way with

respect to the geometry). At the MM level, the standard GAFF predicts a quasi equalization

of the carbon-carbon bond lengths within the aromatic rings (1.395 ± 0.005 Å) whereas DFT

results show that adjacent carbon-carbon bond lengths can sometimes differ by as much as 0.05 Å.

Moreover, DFT calculations predict a BLA of 0.10 Å, whereas GAFF produces a geometry with a

BLA of 0.15 Å. Finally, the GAFF geometry is not completely planar and presents an out-of-plane

distortion of approximately 15◦ in comparison to the DFT planar structure. This demonstrates

that the force field has to be re-parameterized for our purpose.

QM geometry MM geometry
Method for calculating the β responses βHRS DR βHRS DR

TDHF 20.5 4.87 19.0 4.88
TDDFT/M06-2X 86.4 4.98 194.0 4.98

Table 8.1 – TDHF and TDDFT/M06-2X βHRS (in 103 a.u.) (λ = 1064 nm) and DR values for
chromophore 1a in gas phase computed using geometries optimized at the DFT/M06-2X and
MM/GAFF levels.

(a) (b)

Figure 8.1 – Chromophore 1a geometries obtained using the (a) DFT/M06-2X level (QM geome-
try), and (b) MM/GAFF level (MM geometry).

GAFF re-parametrization In order to re-parameterize the force field, relaxed potential energy

scans (PESs) were computed and used as input for the Adaptive Biasing Force Method.111 This

was done in collaboration with Dr. Claire Tonnelé from the University of Bordeaux. Chromophore

4a was chosen as a model compound because it presents the basic skeleton of the entire set of

chromophores. Furthermore, given its small substituents R1 and R2, the computational cost is

reduced in comparison to chromophore 1a. The main difference between chromphores 1a and
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Figure 8.2 – (a) Chromophore 4a, atomic labels, and definition of the θ1 = θ(C4−C5−C6−C7),
θ2 = θ(C6 − C7 − C8 − C13), and θ3 = θ(C16 − C15 − N19 − C21) torsion angles; (b) θ1 relaxed
PES (θ2= 180◦, θ3= 180◦); (c) θ2 relaxed PES (θ1= 180◦, θ3= 180◦), and (d) θ3 relaxed PES
(θ1= 180◦, θ2= 180◦). All three relaxed PESs are computed for chromophore 4a in gas phase
at the DFT/M06-2X/cc-pVTZ level [circles], and fit of the GAFF parameters to produce the
re-parameterized GAFF [line].

4a is the charge: 1a is neutral whereas 4a bears one positive charge. Still, this has no impact

on the key elements of the re-parametrization. Three dihedral angles were defined, as shown in

Figure 8.2a. These PESs were computed in gas phase at the DFT/M06-2X/cc-pVTZ level by

rotating successively around each dihedral angle by steps of 10◦. The choice of M06-2X relies on a

complementary investigation where this functional was found to closely reproduce reference MP2

data whereas the latter method is computationally much more expensive and can therefore not

be applied to obtain the PESs of 4a in a reasonable amount of time. Here, relaxed PESs were

computed. This means that only the dihedral angle studied is fixed and the rest of the molecule

is fully optimized.
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As shown in Figure 8.2, the PESs are both qualitatively (shape) and quantitatively (amplitude)

reproduced by the re-parameterized FF. For instance, using DFT/M06-2X as the method for

geometry optimization, chromophore 4a is completely planar. The least stable conformations

occur at θ=90◦ and are characterized by an energy barrier of 12.16 kcal/mol, 12.22 kcal/mol and

8.31 kcal/mol for θ1, θ2 and θ3, respectively.

Besides the re-parameterization of the dihedral angles, atom types were also added to the FF

to reproduce the BLA throughout the molecule, which was shown to be crucial for β calculations.

Indeed, originally, the GAFF contained only one atom type to describe aromatic carbons, ’ca’.88

To better reproduce the bond lengths in the aromatic rings, this ’ca’ type was differentiated and

the ’cx’, ’cn’, ’cz’, and ’cm’ types were added, as shown in Table 8.2. This Table presents also all

the GAFF atom types needed later for MD simulations on the selected chromophore, chromophore

1a. They are then illustrated in Figure 8.3. As you can see, the newly introduced atom types

were displayed by group of two around the aromatic rings of the molecule. This allowed us to

meticulously set the bond lengths to be close to the QM ones. To finish the re-parametrization,

some force constants and equilibrium bond lengths were also adjusted throughout the molecule.

Atom types

c2 sp2 carbon
c3 sp3 carbon

ca → cx, cn, cz, cm sp2 carbon in pure aromatic systems
na sp2 nitrogen with three connected atoms
nh Amine nitrogen connected to one or more aromatic rings
s6 Sulfur with four connected atoms
o Oxygen with one connected atom
ha H bonded to aromatic carbon
hc H bonded to aliphatic carbon without electronwithdrawing group

Table 8.2 – GAFF atom types used for chromophore 1a88 as well as the parameters added for the
aromatic carbons.

The new FF was then applied to the selected compound, chromophore 1a for geometrical and

properties validation. When comparing the bond lengths obtained via DFT calculations (M06-2X)

and those using the re-parameterized FF, the differences are of the order of 0.002-0.005 Å, with very

few exceptions. Indeed, the average error on the bond lengths (in comparison to the QM geometry)

using the standard FF was of 0.013 Å and the average error for the aromatic bond lengths was

0.023 Å. In this case, the re-parameterized GAFF predicts a BLA of 0.10 Å for the equilibrium
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Figure 8.3 – (a) Chromophore 1a structure, and (b) its atom types as used in the GAFF re-
parameterization.

geometry, which is the same value as that obtained at the DFT level (Table 7.2). Whether the

new FF is able to reproduce accurately the β responses of the chromophore is another and more

stringent test. The β and DR values for chromophore 1a are presented in Table 8.3 and show

almost no difference when going from the DFT-optimized geometry to the geometry obtained with

the re-parameterized GAFF. The DRs are identical using both methods and geometries and βHRS

varies by less than 0.3 % when using the TDDFT/M06-2X method. This confirms the validity of

the re-parameterized GAFF for our purpose.

QM geometry MM geometry
Method for calculating the β responses βHRS DR βHRS DR

TDHF 20.5 4.87 20.5 4.87
TDDFT/M06-2X 86.4 4.98 86.6 4.98

Table 8.3 – TDHF and TDDFT/M06-2X βHRS (in 103 a.u.) (λ = 1064 nm) and DR values for
chromophore 1a in gas phase computed using geometries optimized at the DFT/M06-2X and
MM/re-parameterized GAFF levels.

64



Part III. Chapter 8. Modeling of the chromophore in increasingly complex environments

8.1.2 Simple Point Charge for Flexible Water (SPC/Fw)

To test the validity of the FF to be used for the water molecules, a MD simulation was performed

with the SPC/Fw87 FF for a box containing only 1000 water molecules (T = 300 K and P = 1

atm). At the end of the simulation, two parameters were checked, the radial distribution function

(RDF) and the density. The RDF (or pair correlation function), g(r), describes how the density

varies as a function of distance from a reference particle. Considering a homogeneous distribution

of the atoms/molecules in space, the RDF represents the probability to find an atom in a shell of

thickness dr at the distance r of another atom chosen as a reference point (Figure 8.4a).
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Figure 8.4 – (a) Space discretization for the evaluation of the radial distribution function; (b)
experimental [line]112 113 and calculated O-O [triangles], and O-H [squares] radial distribution func-
tions of water. For visibility, the O-H RDF is shifted by 3 units along the y axis.

As shown in Figure 8.4b, the calculated RDFs using the SPC/Fw FF compare well to experi-

mental X-ray scattering data.112,113 The RDF between oxygen atoms is equal to zero until 2.33Å

according to X-ray scattering experiments and until 2.4Å according to the SPC/Fw results. Then,

the peak at 2.75Å (X-ray scattering) and 2.8Å (SPC/Fw) represents the first shell of solvation.

The integration of the area under the peak gives the coordination number, which is between 4

and 5 experimentally.114 At larger distances, the RDF tends to one because the distribution is

normalized. The calculated O-H RDF is also in good agreement with the experimental data. How-

ever, the calculated RDF is slightly shifted toward smaller distances. Meaning that the oxygen

and hydrogen atoms are closer together using our model. This is confirmed when looking at the

density value of 1.06 g cm−3 obtained at the end of the simulation, which is slightly larger than the
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experimental density of liquid water in the same P and T conditions (1.00 g cm−3).115 This larger

density has been attributed to this flexible FF, which apparently induces a slightly denser packing

of the molecules, as it can be seen in the first hydration shell, which is slightly more densely packed

in the SPC/Fw case than experimentally. Although it produces a larger density compared to the

other FF in the SPC or TIP3P series, SPC/Fw allows for a better description of the dielectric and

self-diffusion constant, without sacrificing the well-reproduced properties of existing water models.

Furthermore, these improvements were achieved without adding extra sites.78,87 The SPC/Fw FF

is therefore validated for the next step.

8.1.3 Calculation of the first hyperpolarizability using QM and MM

approaches

At this stage, we are ready to perform the calculation of β of chromophore 1a by accounting

for explicit solvation as well as for its dynamical behavior. First, the MD simulation was carried

out for chromophore 1a surrounded by 4500 molecules of water, combining the SPC/Fw87 FF

for water with the re-parameterized GAFF88 for the chromophore. These provide the snapshots

for the β calculations at the QM level. Eventually, these β values were calculated for the struc-

tures extracted from 50 uncorrelated snapshots (every 0.2 ns). These contain the chromophore

1a and a subset of water molecules located within a 10 Å distance of the nitrogen atom of the

pyridinium. These calculations were performed at the TDDFT/M06-2X/6-311+G* level for a 1064

nm wavelength. Besides the explicit solvent effects described by the water molecules surrounding

the pyridinium, the remaining solvent effects were included by using IEFPCM.69–71

The time evolution of the βHRS values is shown in Figure 8.5 [blue], together with its cu-

mulative average. Though this average is rapidly converging, the individual values change with

time, showing the effects of structural fluctuations on βHRS. The average βHRS with its standard

deviation calculated over the 50 snapshots amounts to 124.4 103 ± 39.4 103 a.u.. This corre-

sponds to 65 % more than the β response obtained without explicit water molecules and without

structural/geometrical fluctuations (75.6 103 a.u.). Of course, this value computed from the 50

snapshots includes the βHRS contribution from the water molecules, but the latter is negligible.116

Though measuring the first hyperpolarizability of water is not an easy thing to do, to give an idea,

the first hyperpolarizability of one molecule of water evaluated at the TDDFT/M06-2X/cc-pVTZ
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is around 15 a.u., i.e. several orders of magnitude smaller than for chromophore 1a. As shown in

Figure 8.5, the first hyperpolarizability calculations performed on the same 50 snapshots but using

only the implicit solvation [black] give nearly exactly the same average as the previous one [blue].

Indeed, the average βHRS with its standard deviation is 125.2 103 ± 39.7 103 a.u.. This demon-

strates the fact that, in this case, the explicit water molecules included in the TDDFT calculations

are not the determinant factor responsible for the difference of NLO responses between the static

picture (with QM-optimized geometries) and the dynamic one (with geometries obtained from MD

after re-parameterizing the FF).
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Figure 8.5 – Time evolution of TDDFT/M06-2X/IEFPCM (λ= 1064 nm) βHRS (in 103 a.u.) [circles]
and its cumulative average [line] for i) chromophore 1a surrounded by selected explicit water
molecules and implicit solvation [blue] ii) the same chromophore with only implicit solvation
[black].

Statistical analysis performed on the 50 snapshot geometries highlights the variations of ge-

ometry among the snapshots. The average BLA and standard deviation value amounts to 0.10 ±
0.03Å. This is not in contradiction with the DFT value of 0.12Å. The BLA values are spread

across a wide range (Figure 8.6a) and, since β was demonstrated to be sensitive to the geometry,

this has a natural impact on β. Indeed, when looking closely at the individual variations of BLA

from one frame to another, the extreme values of βHRS can be explained. For example, frames 7,

19, and 33 display a NLO response above average and an extremely low BLA (0.06Å, 0.05Å and
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0.04Å, respectively). On the contrary, frames 36 and 38 exhibit a βHRS below average and larger

BLA values (0.16Å and 0.14Å, respectively). This is consistent with the analysis made in Chapter

7, where compounds with large NLO responses were characterized with small BLA values. The

frames number displaying a value outside the standard deviation range are specified on each graph

in Figure 8.7a.

The conformation of the snapshots was also investigated by the means of three dihedral angles

(previously defined during the re-parameterization of the GAFF). The dihedral angles are less

spread and are mainly in the 170◦- 180◦ range (Figure 8.6b). Still, θ1, θ2 and θ3 averages calculated

over the 50 snapshots amount approximately to 170 ± 6.00◦, in comparison to the 180◦ obtained

for all three dihedral angles for the DFT calculations (Table 8.4). The correlation between the

βHRS and the dihedral angles is less straightforward than for the BLA values. Nevertheless, an

analysis is still possible. For instance, frames 23 and 39 demonstrate large NLO responses and

small θ1 of 157.32◦ and 152.65◦, respectively. The trend is inverted for θ3 as frames 17 and 39

with large βHRS possess larger value of θ3 (178.36◦ and 176.92◦ respectively). Continuing along the

same lines, frames 31, 38, and 44 display below average βHRS and below average value of θ3. For

the second dihedral angle, both trends are observed. Once again, the frames number displaying a

value outside the "one standard deviation" range, for θ1, θ2, and θ3, are specified on each graph in

Figures 8.7b, 8.7c and 8.7d, respectively.
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Figure 8.6 – Statistical analysis performed on the 50 snapshots geometries (a) dispersion of the
BLA values, and (b) dispersion of the three dihedral angles values.
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BLA θ1 θ2 θ3

QM 0.12 180 180 180
Average MM 0.10 ± 0.03 170.93 ± 7.56 170.97 ± 6.57 169.25 ± 6.24

Table 8.4 – Comparison of BLA (in Å) and dihedral angles (in ◦) values between the QM/M06-2X
and the 50 MM/re-parameterized GAFF snapshots geometries.

Globally, we can mostly say that some extreme βHRS values are consistent with extreme BLA

and/or dihedral angle value(s). Nevertheless, as shown in Figure 8.8, a one-to-one correlation

was not found between βHRS and any of the structural parameters studied. Both geometrical

parameters can obviously reinforce or weaken the effect of the other, leading to such variations of

βHRS. There results have highlighted the impact of the flexibility of the chromophore structure on

its first hyperpolarizability, exhibiting an increase by about 65% with respect to the DFT ground

state geometry. Analysis of the results at the light of the geometrical parameters shows that there

is no dominant factor but rather collective effects associated with the BLA and dihedral angles.
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Figure 8.7 – Evolution of (a) the BLA; (b) θ1; (c) θ2, and (d) θ3 over the 50 snapshots, as
well as their average values [red line] and standard deviations [dashed lines]. The frames number
displaying a value outside the "one standard deviation" range are specified on each graph.
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Figure 8.8 – Correlation between the βHRS values and (a) the BLA values; (b) θ1; (c) θ2, and (d)
θ3.
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8.2 Chromophore embedded in a lipid bilayer

As discussed in Subsection 8.1.1, the validity of SPC/Fw for water molecules and of GAFF for

the dye has already been addressed and confirmed. Now, this Subsection focuses on the reliability

of the series of the CHARMM FFs (successively CHARMM22, CHARMM27 and CHARMM36),

and particularly CHARMM36 lipid98,108 FF for lipid molecules. This verification was less thor-

ough, because the lipid bilayer only provides the structure of the environment. Indeed, we are

not interested here in computing the NLO response of the surroundings -it is negligible with re-

spect to the dye response-, but rather in the influence of the milieu on the NLO response of the

embedded chromophore. Nevertheless, the variations in bond lengths between the DFT/M06-

2X/cc-pVTZ-optimized geometry (QM geometry) and the FF/CHARMM36-optimized geometry

(MM geometry) were compared. On average, bond lengths differ by 0.007Å with maximum values

of 0.03Å for carbon-carbon bonds of the long and flexible alkyl chains, which is acceptable for

our purpose. These good results were expected since the FFs of this series were developped and

optimized to reproduce experimental data for non-, mono- and polyunsaturated lipids.117 This

validates the structure of one isolated DPPC. The next Subsection focuses on analyzing the global

structure of the bilayer composed of 125 DPPCs and chromophore 1a.

8.2.1 Validity of the bilayer simulation against experimental data

In this Subsection, we are interested in validating the structure of the simulated DPPC bilayer.

In order to do that, different structural parameters are confronted with experimental data. As a

reminder, Figure 8.9 presents the structure of the DPPC phospholipid and chromophore 1a. In

addition, it also defines the atom labels of the skeleton. These will be used in some of the following

analyses.

Analysis of the MD trajectories

The MD trajectories were analyzed by calculating, successively, the root-mean-square deviation

(RMSD) of the positions of 1a extracted from the membrane, and of the 125 lipids (Figure 8.10).

The RMSD gives the measure of the average motion of the molecule from one frame to the next.

The averaging is performed over the n pairs of equivalent atoms, and di is the distance between

the two atoms of the ith pair, as mentioned in Equation 8.1.
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Figure 8.9 – Topologic structures and atom labels of (a) DPPC, and (b) chromophore 1a.
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RSMD =

√√√√ 1

n

n∑
i=1

d2i (8.1)

The more the RMSD is constant, the more the molecule/system is equilibrated. This is a

valuable information, because no method exists to prove that a simulation has converged. Unless

RMSD has reached a stationary shape, the simulation has not yet converged. The slight fluc-

tuations in the chromophore RMSD (1.4 ± 0.3Å) demonstrate that the chromophore is mostly

stable in the membrane. Indeed the displacement is small compared to the bilayer dimensions

(i.e. approximately 50 Å x 50 Å x 80 Å). For the lipid molecules, the RMSD is less constant and

presents some peak values around 20 ns, 56 ns, 86 ns and 210 ns.
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Figure 8.10 – RSMD computed over the production phase for (a) chromophore 1a extracted from
the membrane, and (b) the entire lipid part of the bilayer.

Average area per lipid

The average area per lipid (〈A〉) is a fundamental parameter to describe the membrane struc-

ture. It contains information regarding the phase, the fluidity, and the degree of condensation.

〈A〉 can also be used as criteria to identify the equilibration state and it can be compared to

experimental data from X-ray diffraction and nuclear magnetic resonance (NMR) experiments.

Because of the uncertainty in determining the relevant water/lipid ratio as well as of different

data interpretation, experimenters have found a wide range of 〈A〉 values going from ∼ 57Å2 to

∼ 71Å2. From diffraction experiments, value for 〈A〉 of 66.3Å2,106 57.6Å2,105 70.9Å2,118 and

66.5Å2 119 have been reported for fully hydrated DPPC in the Lα phase. From NMR experiments,
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values of 58.6Å2,120 56.0Å2,121 69.0Å2,122 and 71.7Å2 123 have been found. The area per lipid

of our simulated bilayer, as computed in the production phase, gives values of 56.3 ± 0.1Å2 for

the leaflet with the 125 DPPCs and chromophore 1a, and of 59.0 ± 0.1Å2 for the leaflet without

the chromophore. Indeed, in our simulation, only one leaflet in stained. Globally, a value of 57.6

± 0.0Å2 is found for 〈A〉 for the entire system, which is in the range predicted experimentally.

Considering the various factors that may influence the value (i.e. the FF, simulation length, bilayer

size, and water/lipid ratio),28 and the fact that typically larger 〈A〉 are found in experiments than

in simulations, our bilayer reproduces well experimental data.

Membrane thickness

The membrane thickness is a property that depends on the alkyl chain length of its lipid

components, the tilt angle (see below) and the degree of unsaturation of the lipids within the

membrane. The membrane thickness is often measured by the so-called "phosphate-to-phosphate"

distance.
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Figure 8.11 – Membrane thickness calculated from the P-P distance as a function of the simulated
time.

The bilayer thickness is plotted in Figure 8.11 as a function of the simulation time. The

averaged P-P distance between the phosphorous atoms in the two bilayer leaflets gives a value

of 39.3 ± 0.3Å. This value is in very good agreement with the experiemental value of 37.5Å119

found by X-ray experiments. This is also comparable to values obtained from MD simulations
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of DPPC bilayers under similar conditions: 36.0Å78 and 40.0Å.124 Small variations can indeed

occur owing to differences in the treatment of the electrostatics, the charge definition, and the

water/lipid ratio.28

Tilt angle

A tilt angle is defined as the angle between a selected vector, often defined by a pair of atoms

within the molecule, and the lipid bilayer normal (Z-axis). For membranes, several lipid vectors

have proven to be very informative because they reflect its physical properties and because they

can often be estimated by experimental techniques. The tilt angle of chromophore 1a was also

analyzed.
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Figure 8.12 – Definition of the (a) P-N lipid tilt angle; (b) C-C lipid tilt angle, and (c) N-N 1a
tilt angle.

The first vector was defined between the phosphate group (P23) and the nitrogen atom (N28)

of the choline group in the head region of the DPPC. This P-N angle, θP−N , is shown in Figure

8.12a and its evolution, calculated over the production step for the 125 DPPCs, is plotted in

Figure 8.13a. An average value of 106.6 ± 1.4◦ is obtained. This large angle allows for favorable

interactions between the glycerol moieties and the water layer. The magnitude of the tilt angle is

indeed controlled by the balance between the need for efficient hydrocarbon chain packing and the
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hydrophilic character of the polar head group.125
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Figure 8.13 – Time evolution of the (a) averaged P-N lipid angle; (b) averaged C-C lipid angle,
and (c) N-N 1a angle.

We can also calculate the tilt angle of the lipid alkyl chains. In order to do that, a vector

extending over the entire alkyl chain was defined (atoms C34 to C49, as specified in Figure 8.9a)

and sketched in Figure 8.12b. In the case of the C-C tilt angle, θC−C , various values have been

reported: using X-ray diffraction, Chapman et al125 found a value of 32◦. Using the same technique,

θC−C values of 17◦ at c =mH2O/(mH2O+mDPPC) = 0.94 and 33◦ at c = 0.75126 have been reported.

Also depending on the degree of hydration of the bilayer, Levine127,128 obtained values of 0◦ and

28◦ for a bilayer for which c = 0.02 and c = 0.48, respectively. Electron diffraction experiments

by Hui129 provided values of 0◦ and 16◦ for a non- and a fully-hydrated bilayer, respectively. It

has also been demonstrated that the tilt angle depends on the temperature. DPPC bilayers have

been described with lipid tilt angles of 35◦ at 5 ◦C and 30◦ at 40 ◦C.130 In this study, on average,

a value of 24.1 ± 1.4◦ is found. The evolution the tilt of the chains (C-C angle) computed over
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the production step is plotted in Figure 8.13b. As a reminder, our bilayer was simulated with a

water concentration of c = 0.42 and at a temperature of 315.15 K. Considering all the parameters

influencing this angle, the alkyl tilt angle value obtained is acceptable. For both angles, the

standard deviations are small. This indicates that the DPPCs have globally the same shape and

orientation throughout the bilayer and the simulated time. This can also be seen when looking

at the shape of the plots presented in Figure 8.13: the angles oscillate around the average value,

without extreme peaks.

Finally, a vector was defined within the chromophore (i.e. between the nitrogen atoms N18 and

N19, as defined in Figure 8.9b) as sketched in Figure 8.12c. Its evolution with time is plotted in

Figure 8.13c. The average value of this N-N angle, or θN−N , with its standard deviation amounts

to 19.3 ± 10.6◦. This demonstrates that 1a is not perfectly aligned with the bilayer normal.

Furthermore, the large standard deviation indicates the chromophore tilt vary over time.

Density profiles and distribution of atom types

The time-averaged distributions of water molecules, nitrogen, phosphorous and selected carbon

atoms are plotted in Figure 8.14. These highlight an inner region of about 25Å containing the

bulk water. Of course, this value depends on the number of water molecules included in the

simulation. As mentioned in Subsecton 6.2.2, periodic boundary conditions are applied in all

three dimensions, so that the simulation is actually that of a multilamellar system. As expected,

water is not present in the zone of the hydrophobic fatty acids. Then, the water density rises at the

water/lipid interface, where it reaches its maximum value of 0.99 g cm−3. The water/lipid interface

is usually defined as the region where the water concentration ranges between 10% and 90% of its

maximum value. In such case, the interface is found to be 15Å wide. Considering both interfaces,

this value means that approximately 40% of the bilayer belongs to the interfacial region.

Figure 8.14 also presents the distribution of several atoms within the lipid (as defined in Figure

8.9a): N18 and P23 indicate the position of the polar headgroup, C20 is the central glycerol carbon,

and C16 is the carbon of one of the carbonyl groups. Analysis of this Figure shows that the water

molecules penetrate into the bilayer, to a depth that corresponds approximately to the position

of the carbonyl group on C16. This is consistent with neutron diffraction experiments.131 By

comparison, the distribution shown in Figure 8.14 resemble more the one obtained for the liquid-

crystalline (Lα) phase than the gel (Lβ) phase. Indeed, in the latter, the interface is remarkably
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Figure 8.14 – Distribution along the bilayer normal of water molecules, nitrogen and phosphorous
atoms. The middle of the bilayer corresponds to Z = ± 40, the middle of the water layer to Z =
0. Atom numbering refers to Figure 8.9a.

more diffuse and a more pronounced penetration of water occurs.124

At the interface, water molecules form hydrogen-bonds with the oxygen atoms of the lipids.

One water molecule can either form H-bond with different oxygen atoms of one DPPC or with

oxygens atoms of two DPPCs. These H-bonds result in water bridges and a huge H-Bond network

at the interface.132 Hydrogen bonds are defined according to geometric criteria: i) the distance

between the donor, D, and the acceptor, A, is smaller than 3.0Å and ii) the D-H-A angle is larger

than 150◦. In these conditions, between 3 and 4 water molecules are hydrogen-bonded to one

phospholipid. This is consistent with the study of Arnold et al.,133 who found 5 water molecules

per phospholipid. The water molecules hydrogen-bonded to the bilayer belong to the interfacial134

79



Part III. Chapter 8. Modeling of the chromophore in increasingly complex environments

or bound135 type. The latter includes water molecules in direct interaction with the lipids. On the

contrary, the free water possess bulk-like properties. Between the two limiting cases, perturbed

water corresponds to the water in the transition region whose properties are still influenced by

the presence of the lipid membrane.134 Even though several studies have focused on determining

the number of water molecules in these different classes, it is difficult to define exact criteria to

distinguish them. Still, to give an idea, Finer et al.135 reported that about 12 water molecules

per DPPC are influenced by the phospholipid surface. Furthermore, logically, the more the water

molecules are buried, the longer the lifetime of the H-bonds. Along the same lines, MD simulations

have shown that hydrogen bonds formed between water and the double bonded lipid oxygen (C=O)

atoms last longer than those to single bonded lipid oxygen atoms (C-O).136 Still, there is little

experimental data on the hydrogen-bonding structure at the lipid/water interface.

Hydrocarbon chain order parameter

The hydrocarbon chain structure of the lipids is intimately linked to some structural properties

of biological interest such as the bilayer condensation, the membrane fluidity, and the membrane

thickness. One way to evaluate the hydrophobic tails arrangement consists in calculating the order

parameter, which tensor, S, is defined as follows78,124:

Sij =
1

2
〈3 cosθi cosθj − δij〉 (8.2)

where θi is the angle between the ith molecular axis and the bilayer normal. For the nth CH2

unit, the molecular axes are defined as follows:

• z: vector from Cn−1 to Cn+1;

• y: vector perpendicular to z and in the plane defined by Cn−1, Cn, and Cn+1;

• x vector perpendicular to z and y

To give an idea, a Szz values of one indicates a full order along the z-axis, where Szz = -1/2

the alkyl chains are fully ordered perpendicularly to the bilayer normal, and 0 corresponds to an

isotropic distribution.124

Interestingly, chain conformations found by MD can be compared with NMR experiments on

deuterated (DMR) DPPC. This method yields an order parameter SCD (direction along the C-D

bond) that can be directly related to the MD order parameter through the expression78,124:
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− SCD =
2

3
Sxx +

1

3
Syy (8.3)

Figure 8.15 presents the MD order parameter as well as DMR experiments137,138 for the Lα

phase. Globally, both curves have the same shapes: a plateau extending from the 4th to the 8th

CH2 groups and then a decrease towards the end of the tails, indicating no preferential orientation.

Experimental values for −SCD over this plateau amounts to 0.20 ± 0.02.138,139 They are in perfect

agreement with the hydrocarbon chain order parameter value found in this simulation, which

amounts to 0.22 ± 0.00. This value is also consistent with many simulation studies, which reported

values for −SCD close to 0.2.124,140,141

Finally, our simulation results resemble more those found for the Lα than for the Lβ phase.

Indeed, spin label data,142 as well as DMR data143 on dimyristoylglycerophosphocholine (DMPC)

suggest that the order parameter almost doubles when going from liquid-crystalline to the gel

phase. The DMPC is a phospholipid, analogue to DPPC, for which the fatty acids are composed

of 14 carbon atoms, as opposed to 16 for DPPC. Furthermore, a study of Egberts et al, on DPPC,

found a plateau at approximately 0.35 for the Lβ phase.124 This substantiates the fact that our

simulation deals with the Lα phase.
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Figure 8.15 – MD order parameter [circles] calculated as well as DMR experiment [line]137,138 on the
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8.2.2 Calculation of the first hyperpolarizability of the chromophore

using QM and MM approaches

As mentioned in Chapter 6.2.2, the MD simulation of chromophore 1a embedded in a DPPC

bilayer is performed, combining three different FFs: C3698,108 FF for lipids, GAFF88 for 1a, and

SPC/Fw87 FF for water. Eventually, the β values were calculated for structures extracted from

120 uncorrelated snapshots (every 2 ns of the production run). These contain explicitly the coor-

dinates of chromophore 1a and its environment. The environment is represented using the ESP

charges of the surrounding lipids. Each lipid possessing at least one atom in a 5Å radius de-

fined around every atom of 1a was selected entirely. These β calculations were performed at the

TDDFT/M06-2X/6-311+G* level for a 1064 nm wavelength. Additional surrounging effects were

modeled as solvent effects by using the IEFPCM69–71 scheme. We made sure that the lipid charges

were included in the PCM cavity.

Figure 8.16 – Time evolution of TDDFT/M06-2X/IEFPCM βHRS (in 103 a.u.) (λ = 1064 nm)
[circles] and its cumulative average [line] for chromophore 1a surrounded by lipid charges and
implicit solvation [black] and zoom between 0.0 and 600.0 103 a.u. [green].

Figure 8.16 presents the time evolution of βHRS, as well as of its cumulative average. Similarly to

the simulation of 1a in water, individual values vary strongly over time, even though the cumulative
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average is quickly converging. The average βHRS with its standard deviation calculated over the

120 snapshots amounts to 255.0 103 ± 197.8 103 a.u. [black]. First, this large standard deviation

highlights the influence of the dynamical structural changes on the NLO responses. Moreover,

in this case, it is amplified by the few extreme βHRS values between 600.0 103 a.u. and 1400.0

103 a.u. (frames 14, 45, 74, 88, 95, 116 and 118). Note that, when excluding these frames, the

average βHRS and its standard deviation reduce to 213.2 103 ± 87.2 103 a.u.. These larger βHRS

responses are the consequence of resonant or near-resonant conditions. This is confirmed when

looking at Figure 8.17, the visible absorption spectrum of these selected frames. The excitation

energies were calculated using the same level of approximation employed for the βHRS responses,

i.e. the TDDFT/M06-2X/6-311+G* level by taking into account environmental effects using the

lipid charges and the IEFPCM69–71 scheme.

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

450 500 550 600 650

SHG wavelength

M
ol

ar
ab

so
rp

ti
on

co
effi

ci
en

t
(i

n
l.
m
ol
−

1.
cm

−
1
.1

0−
5
)

Wavelength (in nm)

Frame 14

Frame 20

Frame 45

Frame 74

Frame 88

Frame 95

Frame 116

Frame 118

Figure 8.17 – Visible absorption spectrum of the frames presenting an extreme βHRS value [plain
lines]. The spectrum of frame 20 [dotted line], which displays a βHRS response close to the average
value, is also presented for comparison.

The more the excitation wavelength of the frame is close to 532 nm (λincident/2), the more it

exhibits an intense NLO response. For example, frame 14 displays the largest βHRS (1337.08 103

a.u.) and an excitation energy of exactly 532 nm. The remaining frames are in the near resonant

region. For practical applications, it is interesting to have a large NLO response. However,

within these resonant conditions, the advantage of the SHG is lost. Indeed, real states are excited
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as opposed to interaction through virtual ones. As explained in Chapter 2, this can lead to

photodamage. Experimentally, these resonant structures are inevitable. Fortunately, they are

rare. In this study, this is only observed for a few frames.

As shown in Figure 8.18, no extremes values are present when considering the static βHRS. This

further confirms that the previously-selected frames were in near resonance or resonance when deal-

ing with a 1064 nm wavelength. As a consequence, the standard deviation is much smaller than in

the dynamic regime. Indeed, the average βHRS and its standard deviation amounts to 32.26 103 ±
4.82 103 a.u.. Besides that, this Figure also highlights the fact that static βHRS values are approx-

imately one order of magnitude smaller (i.e. 104 a.u. instead of 105 a.u.) than those obtained at

1064 nm.
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Figure 8.18 – Time evolution of TDDFT/M06-2X/IEFPCM βHRS (in 103 a.u.) (λ = ∞) [circles]
and its cumulative average [line] for chromophore 1a surrounded by lipid charges and implicit
solvation. The frames exhibiting a large dynamic βHRS at 1064 nm are specified on the graph.

Note that the average DR at 1064 nm (4.99 ± 0.01) is consistent with that of a one-dimensional

π-conjugated push-pull molecules. The small standard deviation indicates that it does not vary

much during the simulation, i.e. by the dynamical nature of the system.

In order to find structure-property relationships, statistical analysis were performed considering
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structural parameters such as the BLA and the dihedral angles, to try to explain the dispersion of

the βHRS values. Before going into details, Table 8.5 shows that the average values and standard

deviations of the BLA values calculated over the 120 snapshots extracted from the bilayer MD

simulation are similar to those obtained in the previous Chapter. This is particularly true for the

dihedrals angles, for which the averages differ by less than 1◦ between the two sets of simulations.

BLA θ1 θ2 θ3

QM 0.12 180 180 180
Average MM (in water) 0.10 ± 0.03 170.93 ± 7.56 170.97 ± 6.57 169.25 ± 6.24
Average MM (in bilayer) 0.06 ± 0.03 171.44 ± 7.36 170.75 ± 7.13 170.38 ± 6.24

Table 8.5 – BLA (in Å) and dihedral angles (in ◦) values as determined in different environments
using different methods of calculation.

The average BLA and standard deviation value, of 1a in the bilayer, amounts to 0.06 ± 0.03Å.

This value is clearly smaller than the one obtained for chromophore 1a in the water environment.

As explained in Section 7.3, a decrease of the BLA value goes hand-in-hand with an increase of

the NLO response. This is consistent with the increase of βHRS observed when considering the

bilayer environment. When looking closely at the individual variations of BLA from one frame

to another (Figure 8.19a), some extreme values of βHRS can be explained. The frame numbers

displaying particularly small or large BLA values are detailed on the graph and some of them

can be linked to the extreme βHRS values observed in Figure 8.16. Still, as shown in Figure 8.20a,

which displays the variations of βHRS with respect to the BLA values, there is no global correlation.

Indeed, a correlation coefficient inferior to 0.03 is found. This shows that the BLA is not the only

geometrical parameter determining βHRS. The entire structure fluctuates, which is different from

modifying one parameter at a time and rigidifying the rest of the molecule. Similar conclusions

are drawn for the dihedral angles. Some extreme βHRS values can again be explained by extreme

θ1 and/or θ2 and/or θ3 value(s). As for the BLA, interesting frame numbers are indicated on the

graphs, as seen in Figures 8.19b, 8.19c, and 8.19d. Again the correlation coefficients are close to

zero, indicating the absence of one-to-one correlation. Note that, the fluctuations of βHRS can also

be induced by variations of the lipid environment.

Another parameter influencing the NLO response are the alkyl chains conformations of 1a. In-

deed, for the DFT-optimized geometry, both alkyl chains are in all-trans conformation. Therefore,
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Figure 8.19 – Evolution of (a) the BLA; (b) θ1; (c) θ2, and (d) θ3 over the 120 snapshots, as
well as their average values [red line] and standard deviations [dashed lines]. The frames number
displaying a value outside the "one standard deviation" range are specified on each graph.

there is centrosymmetry and no βHRS response coming from these chains. When dealing with the

structure extracted from the MD simulations, the structures are more flexible and dynamic. The

conformational analysis of several snapshots shows that, most of the time, there is a lost of the

all-trans conformation. As a consequence, the centrosymmetry is broken and so the alkyl chains

can contribute (mildly) to the NLO response.
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Figure 8.20 – Correlation between the βHRS values and (a) the BLA values; (b) θ1; (c) θ2, and
(d) θ3.
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8.3 Conclusions

These Chapters focused on calculating and then analyzing the NLO response of a dye in increas-

ingly complex surroundings. These dyes and their environments were modeled by means of MD

simulations. First, the FFs have been validated by confirming that bulk properties are reproduced,

and, in particular, that they are able to reproduce the targeted structure and properties. For the

water molecules, SPC/Fw FF has been selected and validated after a density and RDF check.

For the di-8-ANEPPS chromophore, by using DFT results, GAFF had to be re-parameterized to

better reproduce key structural parameters, which influence βHRS. The Adaptative Biaising Force

Method was used to refine the description of the dihedral angles energy terms on the basis of DFT

rigid PESs. Amongst other changes, atom types were also added to modulate bond lengths in

the aromatic rings. Finally, CHARMM36 FF has also been legitimized for the DPPC molecules.

This has been achieved by considering the MD trajectories, the membrane thickness, the lipid tilt

angles, the density profiles, and the chain order parameter. In all cases, good agreement has been

observed with experimental data as well as related simulations from the literature.

Then, the static and dynamic βHRS have been computed at the M06-2X/6-311+G* level and

analyzed. In both the water environment and the lipid bilayer, the chomophore exhibits individual

NLO responses spread over a wide range of values from one frame to another, even though the

cumulative averages are quickly converging. This results in large standard deviations. The average

βHRS of chromophore 1a and standard deviation amounts to 124.4 103 ± 39.4 103 a.u. in water

and to 255.0 103 ± 197.8 103 a.u in the bilayer. These highlight the influence of the flexibility of

the chromophore structure, accounted for using MD simulations. This can be further seen when

analyzing two types of structural parameters, the BLA and the dihedral angles values, for which we

observe a broad distribution. However it is not possible to establish one-to-one correlation between

these parameters and the βHRS. Indeed, the entire structure of the molecule fully fluctuates at each

step. Finally, the dependence of the NLO response on its environment was confirmed, chromophore

1a displaying, globally, the largest βHRS when embedded in DPPC molecules. This is interesting for

the use of these ANEP-like compounds to enhance the contrast in SHG experiments. Furthermore,

the environmental-induced modulations of βHRS can be used to highlight bilayer structural changes.
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Chapter 9

General conclusions

In the context of biological imaging, this work aimed at bringing a better understanding of the

second-order nonlinear optical responses of ANEP-like compounds. These are styryl amphiphilic

dyes that can be classified as push-pull molecules. Indeed, they posses an electron acceptor moiety

connected by a π-conjugated path to an electron donor moiety. These compounds are often used

as Second Harmonic Generation (SHG) probes. The SHG phenomenon consists of the conversion

of two incident photons of ω frequency into single photons of 2ω frequency when an intense and

focused laser beam passes through an active medium. At the molecular level, this phenomenon is

caused by the first hyperpolarizability, β. The β values reported in this work correspond to the

quantities that can be obtained using the experimental hyper-Rayleigh scattering (HRS) method.

First, we focused on the β-structure relationships of ANEP-like compounds. This study was

carried out at the quantum mechanics (QM) level in diluted gas phase, as well as by using implicit

solvation to describe aqueous solutions. Secondly, we focused on analyzing the NLO responses

of one molecule of the ANEP family, the di-8-ANEPPS, in increasingly complex environments.

This has been achieved by using a two-step approach. First MD simulations were performed to

investigate the dynamics and structure of the systems. Then, the chromophore NLO responses

were evaluated at the QM level for selected snapshots extracted from the MD simulations. In

these simulations, the chromophore was, successively, considered in water, and then inside a DPPC

bilayer.
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The key βHRS and depolarization ratios (DR) values for the different environments are summa-

rized below from the simplest "environment" (i.e. diluted gas phase) to the most complex one, the

lipid bilayer :

Figure 9.1 – TDDFT/M06-2X/6-311+G* βHRS and DR (λ = 1064 nm) of di-8-ANEPS computed
in different environments : i) diluted gas phase; ii) water with implicit solvation; iii) water using
mixed implicit and explicit solvations, and iv) DPPC bilayer.

Fot the simplest cases, i.e. in gas phase and in water using the implicit solvation, a single DFT-

optimized (QM geometry) has been considered and therefore the compound is characterized by

unique βHRS responses. On the other hand, MD simulations generate a lot of snapshots, accounting

for the dynamical behavior of the system. Therefore, for selected snapshots extracted from the

MD simulations (MM geometries), the averages value and their standard deviations are presented.

Environmental effects are first highlighted by the small decrease of βHRS when going from the gas

phase to the implicit aqueous phase (86.4 103 a.u. versus 75.6 103 a.u., respectively). This has

been interpreted as resulting from a reduction of the acceptor character of the methyl-pyridinium

group of the ANEP dyes by the solvent. Then, on the other hand, the inclusion of structural

flexibility, which is achieved by using the MD snapshots, leads to a substantial increase of βHRS of

di-8-ANEPPS in water (124.4 103 ± 39.4 103 a.u.). The quite large standard deviations account

for the geometrical fluctuations and the sensitivity of βHRS to the geometry. Then, moving to the

bilayer environment leads to another substantial increase of βHRS (255.0 103 ± 197.8 103 a.u.),

which highlights both the specific effects of the environment and of the dynamical behavior. Along

the different models, DR remain more or less constant, adopting the characteristic value observed

in push-pull molecules.

91



Part IV. Chapter 9. General conclusions

A major contribution of this Master Thesis was the elaboration of a general method to predict

and subsequently analyze β of chromophores in real environments. It consists of a two-step pro-

cedure, combining MM and QM levels of calculations. For the MM part, the FFs used during the

simulations were validated and/or re-parametrized. This was done to make sure that they could

either reproduce the bulk properties of the environments (SPC/Fw for water and C36 for lipid) or

reproduce the NLO responses of the chromophore (GAFF for chromophore), with respect to the

QM geometry. In the case of the QM calculations, the M06-2X functional and the 6-311+G* basis

were selected.

Finally, this work was made possible thanks to the increase of high performance computing

power, which allows larger and longer simulations. This was particularly important when dealing

with the second research axis. Indeed, to represent accurately those surroundings, a large number

of molecules (i.e. a large number of atoms) have to be included into the calculations. Finally,

because biological membranes are generally found in Lα phase, meaningful and useful atomic level

models must be dynamic rather than static, which multiply the number of calculations via the

number of snapshots.
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Perspectives

The elaboration and validation of this MD-then-QM method open the field of applications

and characterization of SHIM chromophores in biological environments. Immediate future targets

consist in studying other dyes in the same DPPC lipid bilayer environment and in analyzing their

SHG responses as a function of their structures. As discussed in Chapter 7, the length of the alkyl

substituents, the position of donor/acceptor substituents, as well as of the π-conjugated linker can

be varied. Would these structure variations modify the position and orientation of the chromophore

in the leaflet, its dynamics, and consequently its SHG response? Another family to assess includes

the chiral dyes, having the ability to provide a SHG signal even when both leaflets are stained.

These investigations of chromophores in bilayers will be accompanied by their characterization in

solvents of various polarity, including non-polar solvents since they could model the hydrophobic

environments created by the lipid alkyl chains inside the cell membranes.

A longer-term objective is the study of a selected chromophore, e. g. di-8-ANEPPS, in various

lipid bilayers environments, and the assessment of the variations of the SHG response when the

lipid composition is altered. Moreover, we aim at studying the variations of the SHG response as a

function of the membrane potential, which results from differences of ions concentrations between

the inner and outer bilayer regions. These investigations and rationalizations in terms of structure-

property relationships will open the way towards the SHIM characterization of cellular structural

modifications caused by diseases. In addition, they will contribute finding the best chromophores,

exhibiting the largest contrasts, for revealing these structure/composition modifications.
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