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Depth profiling of hybrid multilayers using ToF-SIMS: from model

samples to photonic devices

Abstract

In diverse areas such as medicine, energy, aerospace or electronics, the technology around us
is constantly growing in sophistication. To improve device performances, advanced materials are
combined into thin films multilayers or to form complex 3D architectures.

At the same time, the search for miniaturization pushes the device features to dimensions in the
nanometer range, which confers a preponderant role to interfaces in the macroscopic behavior of
devices. The understanding of complex phenomena taking place at thin films interfaces is mandatory
to identify degradation mechanisms and also to rationally prevent or limit these effects. Therefore,
methods for in-depth characterization need to be developed to implement strategies and to guide
both the design and the processing conditions of thin film stacks; this would finally allow increasing
both the device performance and lifetime.

In this context, time-of-flight secondary ion mass spectrometry (ToF-SIMS) has shown its ability to
provide in-depth molecular information, combining an extremely high detection limit and surface
sensitivity, high mass and depth resolutions, and convenient lateral resolution to image 3D features.
In this thesis work, ToF-SIMS surface and depth profile analysis is applied to investigate model and
applied thin film architectures using different analysis and erosion ion beams conditions. In particular,
the fundamental interaction mechanisms between ion beams and materials surfaces are highlighted
by varying the nature, energy and size of the ion beam projectile. For hybrid (organic/inorganic) thin
films, the sputtering and analysis beams conditions have been optimized to limit the materials
modifications induced by the ion beam exposure while maintaining intense and characteristic (high
mass fragments) molecular signals and reasonable sputtering yields (i.e. analysis time).

On particularly challenging hybrid device architectures for OLEDs and solar cells applications, the
results unambiguously show that low energy cesium ion beam (Cs* at ~ 500 eV) and argon clusters ion
beams (Ar,*) with reduced size (n~500 atoms) at a relatively high energy (~20 keV) are the most

suitable conditions to perform depth profile analysis.






Profilage ToF-SIMS de multicouches hybrides : de I’étude

d’échantillons modeles aux dispositifs photoniques

Résumé

Dans des domaines aussi divers que la médecine, I'énergie, I'aérospatial ou I'électronique, la
technologie qui nous entoure ne cesse de gagner en sophistication. Pour améliorer les performances
des dispositifs, des matériaux innovants sont agencés en multicouches ou forment des architectures
3D élaborées.

Parallelement, la recherche de miniaturisation nous amene a manipuler des structures de I'ordre du
nanometre, ce qui confere aux interfaces un réle prépondérant dans le comportement macroscopique
des dispositifs. La compréhension des phénomeénes complexes se produisant aux interfaces des
couches minces est indispensable pour identifier les mécanismes de dégradation et également pour
prévenir ou limiter de maniére rationnelle ces effets. Par conséquent, des méthodes de caractérisation
en profondeur doivent étre développées pour mettre en ceuvre des stratégies et pour guider a la fois
la conception et les conditions d’utilisation de ces structures, ce qui permettrait in fine d'augmenter
les performances et la durée de vie du dispositif.

Dans ce contexte, la spectrométrie de masse d’ions secondaires par temps de vol (ToF-SIMS) a montré
sa capacité a fournir des informations moléculaires en profondeur, combinant une limite de détection
et une sensibilité de surface extrémement élevées, d’excellentes résolutions en masse et en
profondeur, ainsi qu’une résolution latérale permettant d’effectuer de I'imagerie 3D.

Dans ce travail, des analyses ToF-SIMS de surface et en profondeur sont appliquées pour étudier des
assemblages de films minces modeles ou constituant des dispositifs réels, a I'aide de différentes
conditions d’analyse et d’érosion. En particulier, les mécanismes fondamentaux d’interaction des
faisceaux avec la surface sont mis en évidence en faisant varier la nature, I'énergie et la taille du
projectile du faisceau d’ions. Les meilleurs paramétres d'analyse en vue de pulvériser des couches
minces, organiques et hybrides organiques/inorganiques, sont ensuite étudiés. Ces paramétres idéaux
permettent de limiter la modification du matériau induite par I'exposition au faisceau d'ions tout en
maintenant des signaux moléculaires intenses et caractéristiques (fragments de grande masse) et des
rendements de pulvérisation raisonnables (temps d'analyse réduit).

Sur des architectures hybrides particulierement complexes, telles que des OLED et des cellules solaires,
les résultats montrent sans ambiguité que les faisceaux d'ions césium de basse énergie (Cs*a ~ 500 eV)
et les clusters d'argon (Ar,*) de taille réduite (n ~ 500 atomes) a une énergie élevée (~ 20 keV) sont les

conditions les plus appropriées pour effectuer une analyse de profilage en profondeur.
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1 INTRODUCTION

Organic and inorganic materials are combined in a growing number of modern devices
applications. New and more complex combinations of materials, based on sophisticated hybrid
organic/inorganic heterostructures, have been constantly developed to improve the device
performance (Figure 1).

Such hybrid heterostructures typically consist either in stacked organic and inorganic thin layers
(multilayers) or in a composite layer in which inorganic nanomaterials (nanoparticles, 2D materials,
etc.) are embedded in an organic matrix. A large variety of technologies are concerned by the advent
of hybrid materials: just to name a few, medicine, communication, cosmetics, aerospace,
semiconductor industry and energy production and storage, which constitutes one of the most
important challenges of our society. These innovative materials are expected to improve the
performance of green technologies including solar cells, fuel cells, batteries to replace conventional
energy sources based on oil, gas or nuclear fuels.

In the semiconductors industry, small organic molecules and polymers have attracted intense and
growing research in the last twenty years. When charges are injected into organic semiconductors,
they show a conductive behavior,! and these properties earned Shirakawa, Heeger, and McDiarmid
the Nobel Prize in Chemistry in 2000. In modern electronic devices, organic semiconductors are
typically combined with inorganic electrode materials (metals and conductive oxides). Since the
beginning of this century, the numerous benefits provided by organic electronics, namely low-cost
processing and simple deposition processes, malleability, transparency or tunable optical and electrical
properties, have promoted their application in a multitude of state-of-the-art devices such as new
generation solar cells,? organic light-emitting diodes (OLEDs),® organic field-effect transistors (OFETs)*
and batteries.”

Among these innovative materials, hybrid organo-lead halide perovskites have received interest from
a growing scientific community.® The peculiar crystalline structure of such perovskites, combining both
metal and organic cations, makes it an ideal intrinsically-hybrid material. In the solar energy field,
perovskite solar cells (PSCs) are considered the most promising technology, also because of the
spectacular rise of their solar to power conversion efficiency (PCE). With a recent record of 22.6 %PCE’
(starting from only 3.8 % in 2009%) on small area devices, perovskite technology currently competes
with silicon-based PV cells. The major limitation that prevents the wide distribution of PSCs on the

market are the toxicity of some components such as lead and the poor intrinsic stability of the



perovskite material. The increase of the device performance and stability has brought to a progressive
increase of the PSCs formulation complexity: many configurations and materials for hole and electron
extraction layers have been combined and the chemical composition of perovskite has been finely
engineered with multiple materials. This complexity requires investigating degradation phenomena

taking place at the interfaces and within thin layers in order to further optimize the devices.
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Figure 1 - Example of structures found in hybrid organic/inorganic devices. Left: Perovskite solar cell

[°]; Right: OLED for display application [Source: https://oled.com/oleds/].

For solar cells and also many other photonics and organic electronics applications, there is an urgent
need in further developing advanced characterization tools and protocols to understand more in
depth, at the nanometer scale, degradation processes occurring at the interfaces. The development of
new technologies opens opportunities and requires in parallel to develop and optimize analysis
conditions using advanced characterization techniques.

Time-of-Flight Secondary lon Mass Spectrometry (ToF-SIMS) and X-Ray Photoelectron Spectroscopy
(XPS) coupled to ion beam depth profiling are versatile and complementary techniques to characterize
the in-depth chemical and molecular composition of multilayers and to monitor the interfaces. Both
techniques offer routine analysis of metal alloys, inorganic compounds, polymers or biological samples
if the parameters are adequately chosen. In particular, ToF-SIMS presents an extremely high surface
sensitivity and allows the molecular depth profiling of both organic and inorganic layers, with a depth
resolution in the nanometer range. In a depth profile, molecular signals are displayed as a function of
the ion beam sputtering time. Generally speaking, one expects steep rises and falls of molecular signal
intensities at the interfaces. Conversely, blurred transitions are more difficult to interpret, because it
can either indicate defects arising during the device processing, or degradation induced by some aging
effect or a consequence of the ion beam bombardment during the analysis. To discriminate between
these three effects, one should accurately design experiments, be aware of the sample preparation

and be able to characterize the ion beam-surface interaction processes. This will greatly help the
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differentiation of "real" degradation mechanisms from ion beam induced artifacts. This issue is
addressed in Chapter 2 (Materials and Methods) when discussing practical aspects of ToF-SIMS i.e. the
operating principles and a description of the different analysis modes.

Amongst the large variety of analytical techniques, ToF-SIMS offers an excellent combination of surface
sensitivity, molecular analysis capability and lateral resolution allowing for imaging. Complementary
information is accessible with XPS analysis. A comparison between both techniques is given in this
section. Besides the analysis techniques, the deposition process of thin layers affects the interpretation
of the depth profiles, since the quality of the samples is an essential prerequisite for high-quality in-
depth analyses. This is the reason why we focus on the experimental deposition parameters and
motivate the selection of the deposited materials. Finally, a data treatment method based on
multivariate analysis (Principal Component Analysis, PCA) is briefly introduced. This last paragraph,
although not exhaustive, should provide adequate fundamental aspects for the comprehension of
results involving PCA treatment.

Optimizing the depth profiling conditions, of course, requires mastering the parameters that influence
the depth resolution and understand how this latter is measured. Chapter 3 is dedicated to depth
profiling, along with a history of the existing ion sputtering sources and the sputtering mechanisms
that are involved. A first insight is given to summarize the advantages and drawbacks associated with
the different ion sources, for different materials (organic, inorganic), and the parameters which can be
adjusted to optimize the sputtering conditions. Challenges regarding the in-depth molecular
characterization of hybrid stacks are also discussed in the light of existing studies and analytical
methods.

Chapter 4 presents the results divided into four sections, each accounting for a specific publication.
The busy reader can skip the introduction and experimental sections of the scientific papers, which
contain a certain amount of redundancy with the main text. It is worth noticing that each article is an
independent entity, with its own bibliography, while the references associated with the main text are
sent back to Chapter 6.

Section 4.1 assesses the depth profiling of organic materials using low energy Cs*. In particular, model
samples that were already studied in previous works from our group, and for which the depth profiles,
obtained with low-energy Cs* and Ga* beams were not successful (in a way that will be explained),
have been analyzed with different analysis beam conditions and the parameters of the analysis gun
are discussed. It appears that, more than the sputter gun parameters, the final depth resolution is
strongly impacted by the analysis primary ions nature and fluence, despite the very low fluence when
compared to the sputter gun. The results show that the best depth resolution achievable using Cs* (less
than 4 nm in our best conditions) competes with the ultimate resolution obtained when using Ar,*

clusters (4-5 nm)12,



After investigating organic model samples, Section 4.2 focuses on the study of hybrid model stacks
made of metal thin layers (either gold or chromium) and amino acid layers deposited on a silicon
substrate. We discuss key parameters such as the recoil depth, degradation rate and changes in
erosion rates during the profile, depending on the metal (Au or Cr) and on whether the soft (organic)
material is deposited on the top of or below the metallic layer. On such samples, notoriously difficult
to depth profile, the Cs* beam allows obtaining excellent depth resolutions.

Partnerships with multiple research groups across Europe allowed disposing of state-of-the-art
optoelectronic devices. Knowing that Cs* constitutes a convenient erosion source for hybrid depth
profiling, we applied these ions in Section 4.3 on complex organic light emitting diodes (OLEDs)
multilayers. In parallel, we challenged a PCA-assisted procedure for the unsupervised localization of
interfaces and identification of characteristic molecular peaks. This method proves to be fast, user-
independent and very efficient in differentiating layers, except when interfaces are excessively
degraded. In this case, we proposed that the user has to consider a higher number of Principal
Components (PCs). Also, the relatively high fragmentation induced by monatomic ion beam sputtering
sometimes hinders discrimination between too similar organic molecules.

In Section 4.4, the study of perovskite monolayers and perovskite solar cells brings a higher level of
complexity. This intrinsically hybrid material (used in solar cells, LEDs or sensors) was deposited on a
glass substrate and depth profiled using Cs, monoatomic Ar and Ar clusters in a wide range of cluster
sizes and energies. We compare a variety of different sputtering conditions, in terms of the depth
profile quality and propose optimized parameters, in order to keep the perovskite modification as low
as possible. This is an essential prerequisite to safely identify degradation features. It appears that the
best conditions are obtained with 500 eV Cs* and small argon clusters with high energy per atom (Arsoo*
at 20 keV).

Overall, this work discusses the challenges regarding the depth profiling of organic and hybrid samples
and compares the performances of different ion sources. In particular, it draws the attention of the
operator about the importance of both erosion and analysis beams parameters and guides him/her in
the selection of optimized conditions (i.e. limit the damage induced by the beam, provide high sputter
rates and maintain high intensities of molecular fragments). By progressively increasing the complexity
of the studied systems (starting from simple organic model multilayers to thin metal layers deposited
on amino acids, to full optoelectronic devices), we are now in a position to provide recommendations
for the extraction of 3D information from complex hybrid systems. The present work also
demonstrates that, thanks to their versatility, low-energy Cs and Ar clusters (whose size and energy
can be easily tuned) allow investigating buried thin layers and interface effects in organic, inorganic

and hybrid multilayers.



2 MATERIALS & METHODS

2.1 TIME OF FLIGHT SECONDARY |ON MASS SPECTROMETRY (TOF-SIMS)
2.1.1 Basic operating principles

Time of Flight Secondary lon Mass Spectrometry (ToF-SIMS) is a powerful surface analysis
technique that provides a molecular identification of the first atomic layers of the sample. The surface
is bombarded with primary ions that are back-scattered or implanted into the surface. The scattering
cross-section, i.e. the probability of interaction between the projectile and the target decreases with
the projectile incident energy like 1/E2.22 In SIMS, the relatively low energy ranges (a few keV)
compared to nuclear analysis techniques (usually, a few MeV) allows the incident ions to deliver a part
of their energy to the target atoms. Following the example of billiard balls, this energy is then
dissipated into the material through collision cascades. Eventually, some branches of this collision
return to the surface, leading to the ejection of ionized and neutral fragments or molecules that are
characteristic of the sample surface. When moving away from the impact point, where only small
fragments are ejected, the energy that returns to the surface has dissipated and allows higher mass
molecular fragments to be desorbed. Simultaneously, electrons and photons can be emitted from the

surface following de-excitation processes (Figure 2).13
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Figure 2 — Primary ion bombardment in SIMS. The primary ions are backscattered or implanted in the
surface. In this case, it gives rise to collision cascades and the ejection of neutral and ionized

fragments.



A voltage of typically 2 kV, called extraction voltage, is set 1.5 millimeters above the sample (which is
usually grounded) and the potential difference generates an electric field that accelerates the ionized
fragments towards the analyzer column. These so-called secondary ions, representing only a small
proportion of the ejected matter, constitute the only information collected by the technique, while
neutral fragments and molecules stay in the chamber and are pumped or redeposited. This means that
the signal intensity (output) depends on the ionization, and the ejection probabilities, making ToF-
SIMS a semi-quantitative technique. Indeed, for elemental secondary ions, the ionization is due to
electron exchange between the ejected atom and the surface. This process can be dramatically
affected by the chemical environment of the surface. It is for example well known that oxidation can
vary the ionization yields by several orders of magnitude!®. Molecular fragments are also subject to
this matrix effect, despite different ionization mechanisms are involved®. Overall, the detected
intensity Iv of a species M is governed by this fundamental equation:

Im=aYwule [M]n (1)
Where a is the ionization probability, Yu is the total yield of the species M (the number of sputtered
particles M per primary ion), Ip is the number of primary ions per second, [M] is the relative
concentration of the fragment M in the sample and n is related to the transmission of the analyzer and
the detector efficiency. Obviously, the intensity in the spectrum cannot be directly assimilated to the
concentration.
Under the effect of the electric field, secondary ions acquire a fixed kinetic energy (i.e. 2 keV) and travel
through a drift region of a known length with a velocity that is characteristic of their mass (Figure 3).
The Time of Flight (ToF) of each ion from the sample surface to the detector is recorded and a simple
conversion allows for the mass calculation of molecular fragments following the relation:

m.v>  m.(L/t)? m 2.eV t? (2)
= & —=2"_"=2eV—
2 2 Z (/D L

z.e.V =

where z.e stands for the ionic charge, V is the extraction potential and v denotes the velocity of a
specific ion, which can be easily calculated, knowing the distance between the sample surface and the

detector L and by measuring the time needed by this ion to reach the detector, t.
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Figure 3 — Working principle of a time of flight detector.!®

The analysis source used in this work emits simultaneously Bi* and small Bi clusters (Bis*, Bis*, Bi;*).
They all have the same energy, but different masses, resulting in different velocities, which in turn
affects the mass resolution. In order to select a single species, one uses a Wien filter!, a mass selector
constituted by an electric field crossed with a magnetic field. The particles are not deflected when the
Coulomb’s law equals the magnetic force of Lorentz’s law, qE = qvB, thus v = E/B. In other words, by
adjusting the values of E and B, it is possible to select a single species of analysis ions. The choice
between monoatomic ions and small clusters is motivated by whether one needs to enhance the signal
intensity or to preserve high mass intensities by decreasing the average energy per atom, respectively.
Measuring times of flight implies that the analysis beam has to be pulsed. This is made possible by the
chopper, in which a square signal voltage with a frequency of 5 kHz is applied to two deflection plates.
Most of the time, when the voltage is set to Vmax Or — Vmax, the beam is deflected out of the aperture,
but every time the signal polarity is reversed (meaning every 100 us), the beam passes through the
aperture for 10 to 100 ns, giving the length of the primary pulse. Reducing the pulse length narrows
the dispersion of the measured times of flight for fragments of the same mass and consequently, it
increases the mass resolution. Beyond the chopper, the ions enter into the buncher, which is made of
two plates that are both grounded when the pulse enters the zone in between them. When the pulse
is located exactly between the plates, the rear plate is set to a positive voltage that accelerates the
ions, the last ones being more accelerated than the first ones (Figure 4). This allows the reduction of
the pulse length to a value of 1 ns and improves considerably the mass resolution. However, this
broadens the kinetic energy distribution of the ions inside a pulse, implying they are not deflected the
same way inside the optical focalization system (chromatic aberration). The diameter of the beam is
thus negatively affected, and the lateral resolution is degraded. For this reason, when high lateral

accuracy is needed, the buncher cannot be used, implying that the mass resolution is sensibly reduced.

1 This description refers to the equipment of a ToF-SIMS IV from ION-TOF (Miinster, Germany) and differs for
more recent tools.



Practically, it is possible to partially workaround and find a trade-off between mass resolution and

lateral resolution, as will be briefly explained in the next section.
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Figure 4 — Schematic of a buncher. ¥’

Finally, localized charge effects arising from the intake of positive charge (and the ejection of ionized
fragments and electrons) may spread the energy distribution of secondary ions or even deflect the
primary beam, due to the buildup of a surface voltage. A flood gun is used to compensate this charge
by flooding low-energy electrons over the surface. However, the topography (that affects the electric
field and the distance traveled from the sample to the detector) and the initial kinetic energy
distribution of the different species sputtered from the surface can also affect the times of flight. The
mass resolution is thus badly degraded on uneven surfaces.

In order to lessen the time of flight distribution of the ions with the same mass, a uniform electrical
field curves the trajectory of the ions at the top of the analyzer column, in a so-called reflectron

electrostatic mirror (Figure 5).
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Figure 5 — Sketch of a reflectron ion mirror, placed at the top of the analyzer column.®

This way, for the same mass, the most energetic ions travel a longer distance and reach the detector

simultaneously with the other ions. Indeed, from the equation (2), we know that the time of flight is:

_ , m (3)
t=1L. 2.z.e.V

We can also write that m=2.E.t%/L2, where E is the energy attributed to every ion of charge z.e by the

potential AV. Then the differential expression of the mass is:

dmzﬁdt+2—t2dE—£t2dL=2m%+mﬁ—2m% @)
L2 L2 L3 t E L
The inverse of the mass resolution can thus be written by:
Am At AE AL (5)

m 2 t + E ZT'
meaning that the parameters which are responsible for the mass resolution degradation are At and
AE, the energy distribution of the secondary ions when they are emitted from the surface. The
reflectron voltage is set at +- 25 V at the top of the detection column, allowing the most energetic ions
to travel a longer distance. This additional AL impacts positively the mass resolution, i.e. reduces Am/m

and compensates for the degradation brought by the AE.

2.1.2  ToF SIMS analysis modes
As mentioned previously, ToF-SIMS allows molecular characterization of layers through the parallel

detection of all the ionized fragments emitted from the surface. Practically, the analyzed surface is

divided into pixels. A mass spectrum is acquired at each pixel (one pulse of Bi," ions) and the primary



beam is rastered along the total area. This analysis mode is called Static SIMS (Figure 6a) and is
considered as non-destructive, as long as the primary ion fluence does not exceed the static limit of
10%2ions/cm? since the probability of the same target atom being bombarded twice is extremely low.
Indeed, considering the typical atomic concentration of 10* atoms/cm?, only 0.1% of the atomic sites
should be impacted. In these conditions, the information comes from the first atomic layers.

Since each pixel is associated with a spectrum, we can map the information laterally, but as stated
above, the lateral resolution is quite poor if the beam is bunched. Conversely, to achieve a lateral
resolution of 100 nm, no bunching is allowed, so the length of the pulse has to be increased, thus
sacrificing mass resolution. This so-called imaging mode (Figure 6b) also provides information that is
limited to the topmost atomic layers. Using the “Burst Mode” however, a tradeoff between mass and
lateral resolutions is possible: long non-bunched pulses can be chopped into several short pulses,
which in the spectrum results in a multiplicity of peaks for each mass.’® The mass resolution is
somewhat preserved, but the spectra get difficult to handle in case mass interferences are present.
The other way to fulfill the double requirement of mass and lateral resolutions is to delay the extraction
after the primary ions impact.’*%! In delayed extraction mode, the ejected matter forms a cloud above
the surface that expands in the absence of an electric field. Then, when the extractor voltage is set,
the ions that are further from the extractor experience a higher potential difference, thus undergoing
the effect of the acceleration for a longer time, than ions with a higher velocity that almost reach the

analyzer column. In these conditions, the time of flight depends less on the pulse length.

(b)

Al
|

Image Depth Profile

i d

Spectrum

Figure 6 — Analyses modes with ToF-SIMS. (a) Surface spectrometry or static SIMS, (b) surface

imaging, (c) depth profiling. [Source: https://www.iontof.com]

For in-depth analysis, an erosion gun is used alternately with the analysis gun. The matter ejected

during the sputtering process is not analyzed; during this phase, the previously rastered surface is
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removed and a "fresh" surface deeper into the sample is dug up for the next analysis cycle. This last
3D depth-profiling mode (Figure 6c) will be the focus of our attention. Alternating two different guns
for the analysis and erosion phases corresponds to the so-called dual beam experiment. This offers
some major advantages with respect to a dynamic SIMS experiment:
- The pulsed beam allows the time of flight detection and thus the parallel detection of all
fragments and allows the user to reconstruct results retrospectively.
- Despite very low currents involved for the pulsed analysis beam, high sputter yields are
ensured by the erosion beam.
- Each beam can raster a different area, which means that one can select a smaller analysis area,
avoiding the detection of fragments coming from the borders.
- It offers the possibility to focus the analysis beam while keeping the erosion beam defocused
and thus limiting the induced roughness. In addition, high lateral (3D) resolution imaging is

possible with highly focused analysis beams.

In dual beam analyses, two different approaches can be used: 1) the interlaced mode where both
beams are used quasi-simultaneously and 2) the non-interlaced mode that we used for most of the
studies of this work. In the non-interlaced mode, at least one analysis cycle is completed before the
erosion gun is set on. The final spectrum will thus consist in the integration of n mass spectra (where
n is equal to the squared number of pixels) built up at each pulse between two sputtering phases. For
example, if we chose 128 pixels, 128x128 pulses of 100 us will hit the raster surface, leading to an
analysis cycle time of 1.64 s (128x128x10%). The analysis is followed by the sputtering cycle whose
length can be set independently.

The non-interlaced mode is particularly recommended for the study of insulating samples because it
allows a longer charge compensation interval since the flood gun is in use during the whole sputtering
cycle. It is possible to select any integer number of analysis cycles, which increases the signal intensity.
However, even if the analysis beam current is much lower than the erosion beam one, the energy
involved is much greater (25 keV vs. 500 eV). We previously demonstrated that the bismuth rastering
should be limited to one frame.?? Similarly, one should favor Bis* instead of Bi*, since it improves
dramatically the depth profile quality. The influence of the analysis primary ions on depth resolution
will be demonstrated hereafter. Moreover, limiting the Bi," impacts relative to the sputtering ions ones

is the main interest of the non-interlaced mode.
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2.2 X-RAY PHOTOELECTRON SPECTROSCOPY (XPS)

The aim of this section is not to provide an exhaustive description of the XPS technique, but
rather to demonstrate its complementarity with TOF-SIMS and to draw up an inventory of the
advantages and drawbacks of each technique.

Photoelectron spectroscopy is a technique that allows the chemical, elemental and quantitative
characterization of a material surface. The sample is irradiated with X-Rays that transfer their energy
to core electrons, so that characteristic photoelectrons are ejected from the material surface and their
kinetic energy denoted Ex below, is measured by an analyzer. Knowing the energy of the initial photon
(here, for the X-Ray from Al Kot Epr = 1486.7 V), the electron binding energy, Es, is simply deduced by
the relation:

Eb = Eph — (Ex + dsp), (6)
where ¢, stands for the work function of the spectrometer. The binding energy of an electron from a
specific orbital is characteristic of the chemical element and is also affected by the local bonding
environment of the atom.
The XPS survey spectrum consists of the number of electron counts detected as a function of the
deduced binding energy. The number of electrons detected can be related to the surface atomic
composition, through the known atomic sensitivity factors, making XPS a quantitative technique (with
~1% accuracy). However, no detection of hydrogen nor helium is possible, imaging is limited because
of the difficulty in focalizing X-rays, and the XPS technique is about 1000 times less sensitive than ToF-
SIMS (see detection limit values in Table 1).
The XPS signal is representative of the first 10 nm under the material surface (assumed homogeneous)
and can be possibly coupled to an ion beam sputtering for depth profiling. In our lab, the two XPS
spectrometers are equipped with an Ar sputtering gun. On the ESCALAB spectrometer, both
monoatomic Ar* and Ar,* clusters sources can be selected either to clean off the surface contamination
or to obtain in-depth information. Like for ToF-SIMS, a flood gun provides the charge compensation of

insulating surfaces.

ToF-SIMS XPS
Semi-quantitative Quantitative
Molecular characterization Elemental and chemical characterization

Information depth: first atomic layers ~1 nm | Information depth: ~10 nm

lateral resolution: 100 nm 10 pum (3 um in 2D imaging mode)

Detection limit: 1 ppm Detection limit: 0.1 at.%
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Detection of hydrogen No detection of hydrogen
Destructive Nearly non-destructive
Might be tricky for the occasional user Rather quick to learn
Time-consuming data processing Fast data treatment

Table 1 - Comparison of the characteristics of ToF-SIMS and XPS analyses.

2.3 DEPOSITION TECHNIQUES

In this work, organic and inorganic materials were deposited using different techniques that are

depicted hereafter.

2.3.1 Resistive evaporation of organic thin films
Combinations of tyrosine and phenylalanine were deposited on silicon substrates using resistive

evaporation. Both materials were extensively studied in the past by our group and were chosen in the
present work to allow a direct comparison with former scientific papers from our lab.2>2% |t is
particularly true in Section 4.1 where delta multilayers are studied. These two amino acids present
very similar chemical structures (Figure 7) so that a molecular analytical technique is required to
differentiate them. Thanks to their relatively low mass (181 uma for tyrosine and 165 uma for
phenylalanine), entire molecules can be detected despite the fragmentation induced by low energy
cesium. It is worth noticing that tyrosine and phenylalanine are reticulating polymers, which makes
their depth profiling potentially very challenging, but highlight the free-radical scavenging properties

of cesium instead.

O

OH
L-Phenylalanine O

HO NH; C,H,,NO, (165 amu)

L-Tyrosine
CyH,;NO; (181 amu)

Figure 7 — Chemical structures of tyrosine and phenylalanine.

During resistive evaporation, the material to be deposited is heated in vacuum, which causes its
sublimation before it condensates on the substrate about 15 cm above the crucible. The material can
either take the form of a resistive wire or be contained in a tungsten crucible that offers a higher

amount of material (and allows thicker coatings). In both cases, a large electric current induces heat
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by Joule effect. In our case, a crucible was used, since the amino acids that were evaporated take the
form of powders. The tool is a Cressington Evaporation Supply LT 1500 308R (Watford, UK).

As will be developed in the next section, the roughness of the film can strongly affect the general
course of the depth profiles. In order to maximize the confidence about the flatness of the coating,
and ensure its purity and uniformity, operating pressures were as low as 107 mbar, despite it is already
possible to work at a pressure of 10° mbar. Also, the powders were meticulously compacted inside
the crucible, with particular attention for the levelness of the top surface.

For the evaporation of phenylalanine and tyrosine, ideal temperatures of 220-250°C and 330-360°C,
respectively, were controlled using a thermocouple on the crucible. Those temperatures are chosen
to avoid hopping of the powder, while maintaining convenient deposition rates, in this case between
0.5 and 1 nm/s. Indeed, higher deposition rates reduce the risk of impurities inclusion and therefore
ensures a higher quality of the coating. The temperature threshold can vary as a function of the
guantity of powder, but also whether the powder is fresh or has already been heated during previous
evaporation.

The layer thickness was measured in the chamber by a quartz microbalance, that was calibrated
beforehand by measuring the thickness of each material on silicon by ellipsometry (EP-5 ellipsometer
from Semilab-Sopra, analyses performed by Dr. Sébastien Mouchet) and by surface profilometry
(Dektak). Also, the roughness was measured by AFM, giving values in the range of 1 nanometer (Figure
8). The films’ thickness of ~100 nm was chosen to minimize the error on the thickness measurement

introduced by the quartz microbalance while ensuring a reasonably low depth profile analysis time.

Tyrosine Phenylalanine

0 1.00 2.00 3.00 um 0 1.00 2.00 3.00 um

Rms = 0.79 nm 1.17 nm

Figure 8 — AFM measurements of the roughness on Tyrosine and Phenylalanine coatings of ~100 nm

deposited on silicon.
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2.3.2  Physical Vapor Deposition (PVD) of metal layers
In order to prepare hybrid model samples, analyzed in Section 4.2, gold and chromium layers were

grown by physical vapor deposition (PVD) and more specifically by magnetron sputtering
(schematically explained in Figure 9) and were associated with tyrosine in model organic-inorganic
multilayers. Chromium was chosen because of its reactivity. We thought it could be interesting to study
the interaction between organic layers and these highly reactive atoms. Conversely, gold is an inert
metal, that was associated with an organic compound and depth profiled in a reference work from
Winograd’s group?®, and on which we build our feasibility study.

We first tried to deposit gold by thermal evaporation, but PVD, although being a slower process,
resulted in higher homogeneity, since the formation of islands could be avoided. The thickness plays a
major role in the homogeneity of the layer since films shallower than 10 nm exhibit uneven coverage
of the surface.?”22 On the other hand, in order to guarantee reasonable analysis times, the metallic
layer should not be too thick.

During magnetron sputtering, an inert gas (in our case Ar) is injected in the chamber, with pressures
ranging between 5.103 and 5.10'mbar. Through the application of a magnetic field, electrons are
trapped near the target cathode, where they collide with argon atoms and trigger a cold plasma by
ionizing these atoms. The fact that electrons are magnetically confined increases the ionization
efficiency, allowing reducing the amount of incorporated gas. In turn, these energetic Ar* ions collide
with the negatively charged target and cause the ejection of the material to be deposited. The
substrate is located about 50 mm under the target.

The tool is a Quorum Q150 T E/S from Quorum Technologies (Laughton, UK) from which sputter targets
were also purchased. DC voltage is typically comprised between 100 and 300 V, and currents of 20 and
120 mA were used for Au and Cr, respectively. Once again, the layer thickness was controlled with a

Quartz microbalance and calibrated with a profilometer.
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Figure 9 — Schematic representation of magnetron sputtering deposition.?

2.4 PRINCIPAL COMPONENT ANALYSIS

The present section is not intended to provide an exhaustive theory about Principal Component
Analysis (PCA), but rather to assist the reader in understanding the data treatment performed in
Section 4.3.

PCA denotes a multivariate analysis that aims at compressing data by mathematically removing
redundant dimensions, i.e. by limiting the number of variables. The initial huge amount of correlated
variables are transformed through an orthogonal linear transformation into a smaller subset of
uncorrelated variables, in a new coordinate system (see Figure 10). This allows rapidly highlighting the
main differences between a large number of observations, i.e. peaks intensities in the case of ToF-SIMS
spectra.

Data are first arranged into a matrix, as follows: rows are samples (here, SIMS spectra) and columns
are variables (here peak intensities). Let us call this matrix X and build its covariance matrix, cov(X);

XTx (7)
cov(X) = —

After application of the eigenvalue equation,

16



cov(X) p; = A; pis (8)
the eigenvalues of cov(X), A;, are determined and sorted by increasing values. The eigenvectors, p;,
are called the loadings and are simply the coefficients of the linear combination connecting the initial

variables.

Figure 10 — choice of a new coordinate system, based on the orientation of the largest amount of

variance in the dataset.

Let us consider p,, the eigenvector associated with the highest eigenvalue. Then, X can be decomposed
as followed:

X=t;p] +E (9)

t,pT is the first principal component (PC1) and accounts for the highest possible variance in the data
while the residuals, E, contains the amount of variance that is not captured by the latter. The vector t;
contains the scores of PC1. Scores can be graphically seen as the projection on the new axis and
describe the similarities or differences between samples, while the loadings describe which peaks
account for the differences between samples.
This procedure is repeated on the residuals matrix n times, progressively removing the variance of the
previous principal components and explaining the maximum proportion of the remaining variance. The
number of iterations, n, stands for the number of principal components one needs to consider, with
regards to the desired expressed variance.

X=t;p7 +-+ t,pf +E (10)

As previously mentioned, the principal components are linear combinations of the original variables
weighted by their contribution to explaining the variance in a particular orthogonal dimension. The

procedure removes covariance between different dimensions (off-diagonal elements of the covariance
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matrix, mathematically forced to be uncorrelated) and strengthens the variances, that are the diagonal
elements. Thereby, PCA transformation accounts to diagonalize the covariance matrix.

Preprocessing the data is essential to ensure that the variance in the dataset is not related to external
factors, such as the instrument. Data is thus normalized (for example by the total intensity or a selected
peak) and mean-centered (by subtracting the mean of each column to the column). In our case, the
preprocessing treatment includes a wavelet transformation that allows noise removal thus data

compression, as will be explained in Chapter 4.
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3 DEPTH PROFILING: STATE OF THE ART

3.1 FUNDAMENTAL ASPECTS OF DEPTH PROFILING

Depth profiling, i.e. the alternation of surface analysis and ion beam sputtering, can provide for
the 3D characterization of multilayers, which allows probing interface phenomena, layers composition
and eventually the migration of atomic and molecular species. We already stressed the interest for
applying depth profile analysis to optoelectronic devices to highlight structure-to-properties
correlation or to investigate aging/failure mechanisms and rationally propose solutions to increase the
materials stability. In parallel, there is also an increasing demand for developing analytical tools to
determine the depth distribution of molecular species in or interacting with biological systems.

In our approach, the first and key step is to prepare reliable model samples, that present a high
reproducibility in terms of flatness and homogeneity (see paragraph C in “Materials and Methods”).
Achieving such a high control on state-of-the-art photonic devices is not always possible, because most
of the samples were made in collaboration with external research institutes, involving long travel
distance and time before the analysis was performed. Moreover, ideally sharp interfaces are not
always associated with more efficient devices!

The second step is to perform a rigorous and systematic comparison of different depth profile
conditions on the same sample (ABA), or of the same settings on different sample architectures (ABA,
BAB, etc.), for example organic thin layers deposited on metals and metals on organics, in order to find
the best conditions, as “gentle” as possible, while ensuring reasonable sputtering yield.

The fragmentation rate, the variation of sputtering yields, the roughness before and after the analysis
or the depth resolution are the main indicators that need to be taken into consideration to directly
compare different setup conditions.

For clarity, let us first define three key parameters for depth profiling: the depth resolution (and how
it is calculated), the useful yield and the sputtering yield.

The depth resolution can be as the broadening of the measured profile with respect to the depth
distribution. Practically, it can be defined as the interval between 16% and 84% of the maximum
intensity of the rising sighal when crossing a planar interface®. Delta layers analysis can give a more
complete insight into the intrinsic depth resolution. The obtained profile of delta layers is a convolution
of the ideal profile (a box function as narrow as possible) with a response function. This response
function itself, according to the Mixing-Roughness-Information depth model (or MRI),3 is a

convolution between a growing exponential, accounting for the information depth, a Gaussian,
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characteristic of the interface roughness (natural or induced) and a decreasing exponential, taking into
account the atomic mixing length. The contribution of the atomic mixing might be substantial for
inorganic shallow layers but is assumed negligible in organic materials, given the large size of
molecules. The information depth using ToF-SIMS is known to be less than one nanometer32, The depth
resolution is then mainly governed by the roughness at the interface (which can sometimes be reduced
by rotating the sample during the profile3).
The useful yield, not to be confused with the sputtering yield, is the number of detected ions
(parameter Iy in equation (1)) normalized on the number of atoms that are ejected from the sample
surface.
The sputtering yield, Y, is defined as the number of atoms ejected per primary ion and is therefore
expressed in [atoms/ion]. It can be calculated following this expression:

Y = (d.A.p.Na .n/M) / (I.t/e) (12)
The numerator represents the number of atoms emitted: d is the film thickness, A is the sputtering
beam raster and p.Na.n/M is the number of atoms per unit volume (volumetric mass density of the
target p, Avogadro number N, number of atoms per molecule n, divided by the molar mass of the
target M). The denominator stands for the number of incident ions (erosion beam current /, duration
of sputtering t divided by the electronic charge e). The sputtering yield is influenced by the penetration
depth into the surface. When the implantation depth, which can be schematically seen as the damaged
layer, is reduced, the energy is deposited closer to the surface and the probability of fragments ejection
is higher. The parameters that impact the penetration depth are related to the properties of the
primary ions (nature, energy, incidence angle) and the properties of the sample itself (density of the
surface, binding energy, crystallinity, temperature).
A sufficiently high sputtering yield constitutes a key-parameter for achieving successful depth profiling
for three main reasons: (i) it helps to avoid damage accumulation, as the sputtering beam is supposed
to remove the volume affected by beam-induced modifications during the previous cycle, generated
by both analysis and erosion guns (Figure 11). Generally, the sputtered depth (measured easily, or
calculated if the sputtering yield is known) must imperatively be more than half of the damaged depth
(possibly accessible through simulations). It ensures that a fixed depth is not altered by two

consecutive analysis cycles.
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Figure 11 — Comparison of sputtered and damaged depth. To ensure that damages do not

accumulate, the erosion beam must remove at least half of the damaged depth.

For the study of inorganic layers, a parameter R was introduced to determine whether the analysis
beam-induced damage has to be taken into account. The parameter R is defined as the proportion of
atoms that are ejected by the sputtering beam compared to the ones ejected by the analysis beam.>*
It is expressed by the ratio between the sputter rates of the erosion and analysis beams Rs, and Ran,
respectively, that are in turn proportional to .Y / A, where | stands for the current, Y for the sputtering
yield and A for the raster area:

Lsp - Yp /Asp (12)

R =
Ian -Yan /Aan

In inorganics, in order to neglect the mixing effect from the analysis beam, R should be at least 100,
meaning that only 1% of the ejected atoms are sputtered by the analysis beam. Practically, a ratio in
the range of few hundreds guarantees a good profile quality, even if this value may strongly depend
on the primary ions and sample characteristics®. This implies to find a tradeoff between the count rate
and the depth resolution. Similar reasoning has been conducted for organic samples. This will be
exposed in the next section. (ii) Besides, a variation of the sputtering yield inside a layer can denote
ion beam degradation, typically by cross-linking, carbonization (for organic layers) or by preferential
sputtering. (iii) Finally, when profiling hybrid multilayers, the difference between the sputtering yields
of organic and inorganic thin layers can induce a certain number of artifacts that will be discussed in
Section 3.3.

Depth profiling being a destructive and highly perturbing analysis, in order to reveal and differentiate
intrinsic thin layers properties from the modifications induced by the analysis (involving the ion beams

bombardment), the effects from the profiling process must be investigated and minimized in order to
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leave the sample as "undisturbed" as possible. While interactions of the ion beam with the surface
cannot be avoided, they can be limited by choosing the energy and nature of the primary ions. This
involves an accurate and rational choice of the analysis parameters and conditions, which should be

adapted to the sample.

3.2 DEPTH PROFILING OF ORGANIC MATERIALS: INFLUENCE OF THE PRIMARY IONS

Since the ’70s, atomic ion beams have been used for the in-depth characterization of inorganic
materials by SIMS. So far, high-energy monoatomic ion species such as Ga*, Ar" or Xe* have
demonstrated to provide a rapid (convenient sputter yields) and accurate (depth resolution around 1
or 2 nanometers) analysis of embedded inorganic layers.3® This property is of particular interest for the
analysis of electronic devices. However, when considering organic samples, the molecular information
is rapidly lost (drop of molecular signals) because the amount of energy carried by primary ions induces
the break of covalent bonds, finally altering the chemical structure. This limitation led the scientific
community to conclude that ToF-SIMS was not a suitable technique for organic depth profiling.
Conventional monatomic sources, such as Ga* (70 amu) and Ar* (40 amu) are low-mass projectiles,
which penetrate deeply into materials and result in a weak ejection probability; consequently, many
impacts are needed to sputter a fixed amount of matter. Increasing the primary ion mass allows
increasing its stopping power under the material's surface. In other words, this leads to a lower
deposition depth of the projectile energy and thereby to higher ejection probability and ion yield. This
was the initial motivation when starting to work with gold and bismuth (197 and 209 amu,
respectively), and subsequently with small clusters Au,**’ and Bi,*, with n =3, 5 or 7 atoms, in which
the energy is evenly distributed between the constituting atoms. It is worth noticing that the size of
Aus* corresponds approximately to the interatomic spacing in the bulk material.

This strategy led to a sensible increase of the secondary ion yield, however for many organic
compounds, this was still not sufficient for ejecting high-mass fragments. Detecting entire molecules
involves overwhelming many issues related to the difficulty to desorb high-mass molecules, to ionize
them or to prevent their fragmentation or other chemical reactions such as cross-linking.

The quest for analyzing biological samples using ToF-SIMS triggered intense research directed to the
enhancement of the molecular sensitivity. To that end, the winning strategy was to further enlarge the

size of polyatomic primary ions.?

2 This comment concerns the erosion source. Bi," ions, like Ga* are produced using a liquid metal ion
gun technology and therefore provide highly focused beams. This justifies their use as analysis primary
ions in dual beam experiments, even though they create more damage.
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It is only in 1998 that Gillen et al. successfully performed depth profiles for the first time, using the
polyatomic ions SFs*on various organic materials.3® This paved the way for what would later be a
prolific research field of organic depth profiling with ToF-SIMS, and in particular about the 3D imaging
in biological and pharmaceutical research.®3%-4! Since this first breakthrough, a large variety of cluster
sources have been released. In 2003, Ce* (720 amu) demonstrated its ability to extract information

t*3 with secondary ion yields

from organic compounds*? and polymer systems beyond the static limi
much larger than when using SFs* and Aus*.*** Despite the fact that great performances were
established on a wide range of samples, including cellulose, biopolymers (that couldn’t have been
depth profiled hitherto using SF5*)* and even metals like gold*” and Ni-Cr multilayers,*® some issues
remained. In particular, Ce* was not suitable for cross-linking polymers, such as polystyrene® and a
high roughness could develop on silicon due to carbon deposition occurring faster than what the
sputter rate allows to remove, for energies under 12 keV.*

The advantage of cluster sources lays in the fact that, unlike atomic primary ions whose sputtering
mechanism can be simplistically explained by a binary collisional model (analogously to billiard balls
undergoing elastic collisions), clusters bombardment involves non-linear collective processes, similar
to a meteor hitting the ground (Figure 12), as stressed by numerous molecular dynamics (MD)
simulations.’®>® MD simulations help to predict experimental data and in turn, experiments bring
precious information to refine theoretical model regarding complex ionization and ejection processes.
In these models, it was shown that the kinetic energy is equally distributed between the atoms
constituting the cluster. As soon as the cluster reaches the surface, its loosely-bound atoms
disaggregate and release a high amount of energy to atoms from the first nanometers, ensuring a
reduced penetration depth (and interlayer mixing), together with high sputter yields, which is helpful
in limiting the ion beam induced damage accumulation through the profile. For example, on a silver
substrate®” and on PMMA,* it was shown that bombarding with Ce* instead of Ga* allowed increasing
the yields. From Figure 12, one can see that a single Cg* impact apparently causes more damage than
Ga*. However, during a Cg* profile, the total surface damage is lower compared to monoatomic ions:
since the Ga* primary ions exhibit a much lower sputtering yield because of their sensibly higher
implantation depth, the high fluence that is thus required with Ga sputtering leads to strong damage
accumulation.

In 2002, an argon gas cluster ion beam (Ar,* GCIB) was applied for the first time as primary ion source
for ToF-SIMS depth profiling of a Ta film deposited on Si.>® These large clusters (up to few thousands
of atoms, singly ionized) are formed through the adiabatic expansion of high-pressure argon gas into
vacuum. Increasing Ar cluster size limits the fragmentation and damage accumulation compared to
Ceo', leading to the ejection of heavier molecular fragments. This is a fundamental asset for the analysis

of organic samples, as demonstrated by Ninomiya et al., who successfully depth-profiled polymers
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(namely, PMMA, PS, and PC) using Arzo" at 5.5 keV®8. Molecular information can be potentially
retained over depths up to 15 um, thanks to the high “cleanup” efficiency demonstrated by clusters®°.
However, the useful yield obtained with Ar,* clusters might not be higher than with Ce" since, at a

given energy, the ionization efficiency was found to decay linearly with the argon cluster size (n).%°

Ceo Ga

Figure 12 — Direct comparison of the sputtering processes involved under 15 keV Cg* and Ga*

bombardment of a silver substrate (cross-sectional view). Taken from reference [*’].
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Practically, the possibility to vary independently the cluster size and its energy increases the versatility
of this beam but also its complexity. Whether it is the total kinetic energy, E, the number of Ar atoms,
n or the energy per atom, E/n, all these three parameters affect the fragmentation, the sputter rate,
and the damage accumulation.®%? Some research papers advocate that low energy and large cluster
size should reduce the mixing length, and therefore are supposed to improve the depth resolution.%
Other works recommend increasing the sputter yield by increasing the energy and/or decreasing the
size, in order to limit the induced roughness and the resolution degradation due to the damage
accumulation.’*%® To Cheng et al., successful depth profiles are obtained using a large cluster size,
together with high energies.®” This should provide large sputtering yields and small damaged layer
thickness, which is supported by an erosion model relying on three distinct fluxes: (i) Fsuppiy, the intact
molecules progressively supplied by the bulk from depths greater than the altered layer thickness, as
the sample is etched; (ii) Fsputter, the decrease of the number of those intact molecules after their
ejection during the sputtering and (iii) Faamage, the loss of intact molecules due to their beam-induced
degradation. The variation of the concentration of intact molecules contained in the altered layer, C;,

as a function of the primary ion fluence, f, is expressed as an equilibrium between the three fluxes®”:

dCg YCg YCs (13)
T = Fsupply - Fsputter - Fdamage = 7 - T —opCs

In this equation, Y is the sputtering yield, Cs stands for the concentration of molecules in the bulk, d is
the thickness of the altered layer and op is defined as the damage cross-section.

This equilibrium, the “result of the competition between the creation of primary beam damage and its
removal by sputtering”, as described by Gillen®®, has been validated experimentally on Irganox delta

layers’®, on tetraglyme films®, or on trehalose using Ceo*.%”/"*

Besides the increase of the sputtering yield by increasing the size/mass of the projectile, it can be seen
from the equation (1) that the secondary ion intensity of a species M, Iy, can also be enhanced by
promoting the ionization probability, a.

An alternative approach to enhance sensitivity is to increase the ionization, instead of increasing the
yield. It appears that using low-energy (less than 1000 eV) Cs* or O* as erosion source fulfills this
task.”>’ Cesium is an alkali metal and sits in the first column of the periodic table. It is the most
electropositive non-radioactive chemical element. Unlike Ar* or Xe*, the reactivity of cesium definitely
constitutes its main asset. Indeed, low energy cesium ions implanted during the sputtering cycle are
rapidly neutralized in the materials, where they can react with free radicals generated by the ionic
bombardment. Negatively charged fragments M are formed and are then ejected, during the following

analysis cycle, as summarized by the reaction equation
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M+ Cs > M + Cs* (14)
where M is a molecule or a radical. This equation accounts for the increase of negative ionization
probability but explains, in addition, the major role played by Cs as a free radical scavenger.” This
explains why ionic bombardment with Xe*, although these ions have a mass similar to cesium, induce
chemical bonds breaking, generation of free radicals leading to cross-linking and eventually

)’ or phenylalanine.”® In the event of damage

graphitization on polystyrene (PS), polycarbonate (PC
accumulation, both molecular signal intensities and sputter rates are affected. In contrast, constant
molecular in-depth intensities and sputter yields were observed with Cs*, proving its free-radical
quenching properties.”>”"’

The major drawback of Cs* ions is the relatively high fragmentation rate, either under the effect of
ionic bombardment at higher energies (when the energy is increased to more than 500 eV, the
molecular signals of PC decrease drastically’®); or following reaction of oxygen-containing molecules
with reactive cesium ions. For this latter reason, Xe* demonstrated better results on trehalose, than
Cs* at the same energy. Depth profiling with Cs* is generally performed only in the negative polarity,
but MCs,* clusters may also be collected in the positive polarity.6”’

Still with the aim of enhancing ionization efficiency, another strategy consists in the injection of a
reactive gas in the analysis chamber. For example, ambient oxygen shows an increase of the positive
ionization probability as a function of the oxygen partial pressure.” Similar results were obtained with

nitric oxide gas dosing’®, water vapor injection® or deposition of neutral Cs at the surface.?.82

Considering the recent developments on etching sources, ToF-SIMS offers an in-depth molecular
characterization with a sensitivity and a lateral resolution that is currently unachievable from any other
technique®. However, it is worth mentioning that other techniques can be efficiently applied for
depth-profiling experiments including XPS and radiofrequency pulsed glow discharge - time of flight
mass spectrometry (rf-PGD-ToFMS). The latter allowed detecting organic fragments and discriminating
various polymers (PMMA, PS, PAMS, and PET)®. Derived from GD-OES (that only provides elemental
information about organic and polymeric materials), rf-PGD-ToFMS uses a pulsed discharge, which
decreases the power transmitted to the surface and preserves small organic fragments. Like ToF-SIMS,
a depth resolution in the nanometer range and a limit of detection in the ppm can be achieved. More
recently, rf-PGD-ToFMS also offered an interesting study of the elemental distribution inside

perovskite layers, contributing to identifying diffusion phenomena.®
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3.3 DEPTH PROFILING OF HYBRID ORGANIC-INORGANIC SYSTEMS, THE CURRENT CHALLENGE

When profiling inorganic layers, polyatomic ions typically show sputtering yields that are two or
three orders of magnitude lower than what it is commonly observed on organic layers.
This sputtering yield difference may lead to considerable artifacts during the depth profiling of hybrid
samples. This is commonly observed in optoelectronic devices, in which organic multilayers are usually
covered with metallic electrodes. Namely, residual metallic atoms are implanted in the soft organic
underlayer, their sputter rate drops, increased fragmentation of organic molecules is observed and the
in-depth resolution is progressively degraded.?58¢
Different strategies have been tested in order to achieve the in-depth characterization of hybrid
samples using SIMS.
Cumpson and Portoles measured the sputter rate of variable-size Ar clusters on a wide range of
materials. The sputtering yield gap existing between organic and inorganic materials (called the
“selectivity”) is concluded as an asset to probe buried hybrid interfaces®’: the drop of the sputter yield
at the organic/inorganic interface ensures not digging into the underlying inorganic material and
avoiding atomic mixing. Once the organic layer is removed by Ar clusters, one can switch to XPS analysis
with angular resolution to explore the harder underlayer. The recommended energy per atom is
comprised between 3 and 9 eV/atom since it combines reasonable etching rate in the organic layer
while avoiding the removal of inorganic materials. However, no solution is given in case the inorganic
layer is deposited on the top of the organic layer.
At LIST, Philipp et al. examined hybrid model multilayers, composed of organic compounds capped
with a silver overlayer. These samples present a clear interest for optoelectronic devices. If only atomic
information is required, dynamic Secondary lon Mass Spectrometry can be used.® Unlike ToF-SIMS,
dynamic SIMS uses a continuous, focused primary ion beam, which enhances the sensitivity (parts per
million to parts per billion) and makes it ideal for the elemental detection of trace impurities, but
impedes the acquisition of molecular information. The primary ions are 250 eV to 1 keV Cs*. In the
same paper, the authors also suggest that peeling off the silver layer before the analysis of the organic
layer allows discriminating between the beam-induced diffusion and the diffusion occurring during the
deposition process.
A similar approach is investigated at CEA, in Grenoble, where Langer et al. studied hybrid profiling with
both Cs* and Ar cluster ions. They have shown that switching from 2 keV Cs* to 5 keV Arsogo* clusters
during the depth profiling at the interface between inorganic and organic layers is not the optimal
solution (unpublished). Indeed, at such energy, cesium ions alter the integrity of the organic underlayer
during the depth profiling of the inorganic top layer. They proposed a method based on three steps:

(i) the inorganic layer is sputtered using Cs*; then, (ii) elsewhere on the sample, the inorganic layer is
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mechanically removed, exposing the organic material and finally, (iii) a molecular analysis is performed
under the removed electrode by using argon clusters.

Another methodology consists of the preliminary bombardment of the surface with high energy, finely
focused Ga* beam, milling the sample for the fabrication of a cross-section. This processing technique,
called Focused lon Beam (FIB-milling), induces important damage at the surface that needs to be
removed by subsequent Ar clusters sputtering. The surface of the cross-section is then ready for static
SIMS imaging, providing relevant 3D chemical information®. This was applied by lida et al.*® on a
polycarbonate matrix loaded with glass fibers, after an unsuccessful attempt of depth profiling with
Araspet at 20 keV.

Recently, a 20 keV Cg" beam was applied successfully on full perovskite solar devices, showing its
ability to sputter both organic materials and silver electrodes®. They highlighted three mechanisms
supposedly responsible for the poor efficiency and stability of the cell: a small degradation of the silver
electrode into the HTM, as well as a strong migration of Li* ions across the perovskite and ETM, and an
inter-diffusion between perovskite and TiO,. However, it was previously mentioned that Cg" is not a
suitable source for the study of cross-linking polymers and suffers from strong artifacts on silicon. It is
claimed that Ceo* profiling is incompatible with a good depth resolution on semiconductors* since the

high energies required to depth profile them increases the implantation depth.

Most of these strategies to profile hybrid stacks are rather tedious since they involve the combination
of several beams, or even several techniques, or delicate sample preparation. Some of these methods
require samples with planar interfaces. In the following chapter, we will demonstrate that using low
energy Cs* ions or small argon clusters with high energy (so, with relatively high energy-per-atom) as
erosion source aims at simplifying the depth profiling of hybrid samples, by giving the opportunity to
perform the analysis with only one set of parameters. Molecular information can be obtained within
reasonable analysis times, with no need to pre-process the sample. The sputter rates are rather similar
on organics and inorganics (only a factor of 5.5 between the sputter rates of gold and tyrosine for Cs),
which limits the topography development during the analysis. However, it is worth noticing that the
relatively high fragmentation rate during Cs sputtering somewhat reduces the useable mass range, and
this might hinder the discrimination between very similar organic molecules, as will be seen in the
study of OLEDs structures presented hereafter. We will assess the potential of low-energy cesium for

the depth profiling of hybrid structures in Sections 4.2 to 4.4 and of Arse* in Section 4.4.
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4 RESULTS

4.1 ORGANIC MULTILAYERS DEPTH PROFILING USING LOW ENERGY CESIUM: THE INFLUENCE OF THE
ANALYSIS BEAM

Previous studies from our group on phenylalanine/tyrosine multilayers provided only poor
depth resolutions using Ga* as analysis primary ions and 500 eV Cs* as erosion source. In 2012, the
gallium source installed on the ToF-SIMS instrument was replaced with a bismuth gun. As mentioned
before, the use of Bi instead of Ga, and even more of small clusters Bi,* (n=3, 5, 7), enhances the
sputtering yield, since Bi ions are three times heavier than Ga ions. This restrains the damaged depth
and extends the useable mass range.

Before starting the analysis of more complex samples, one has to validate that high depth resolutions
can be obtained on organic materials using Cs* sputtering ions. To that end, similar amino acids
multilayers were depth profiled using low energy cesium and bismuth primary ions, with two different
fluences of bismuth, and compared to results previously obtained with gallium. We compared two sets
of parameters as a function of the fluence/cycle (expressed in ions/cm?), instead of the parameter R
discussed in the previous chapter. Actually, the methodology is similar (since the fluence is contained
in the expression of Y), but better suited for the analysis of organic layers, in accordance with Brison
et al.>® Indeed, on organics, determining experimentally the sputtering yield of the analysis beam is
very challenging because the surface is rapidly damaged and the yields drop under the effect of
graphitization and cross-linking.
While, the initial aim of this work is to investigate the depth resolution reachable using Cs, | am fully
aware that a more systematic study would greatly strengthen the message about the influence of the
analysis beam fluence, nature (Bis* and Bi;*) and energy, which is argued as a key parameter to explain
the dramatic effect of the analysis beam.
The paper below shows that:

- Low energy Cs has the capability to achieve high depth resolutions on organic delta layers;

- The analysis beam parameters have to be selected carefully since they affect significantly the

depth profile quality;

- Inthe conditions tested, halving the analysis fluence improved the depth resolution by ~1nm.
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Abstract

The advent of cluster ion beams has paved the way to the routine 3D analysis of organic
heterojunctions. Alternatively, organic thin layers have also been successfully depth profiled with
a low-energy cesium ion beam (Cs"), to exploit the high chemical reactivity of cesium atoms, acting
as free-radical scavengers. Despite of this, little is known about the depth resolution associated
with low-energy Cs* sputtering on organic multilayers. In this work, amino acids multilayers,
consisting of phenylalanine delta layers alternated with tyrosine spacers were used as model
systems to assess the depth resolution associated with 500 eV Cs" depth profiles. High yields were
obtained for quasi-molecular ions from both amino acids and no significant chemical alteration
was noticed under the monoatomic bombardment. A depth resolution as low as 4 nm is
demonstrated without sensible degradation on a rather long profile depth (300 nm). Limited depth-
resolution (> 10 nm) along with high molecular degradation was previously reported on similar
systems by combining low-energy Cs* with Ga" analysis beam. The use of the Biz" analysis beam
results in a dramatic improvement of both the characteristic molecular signals intensities and the
depth resolution. Even though the analysis beam fluence is very low compared to the sputtering
beam fluence, data suggest that further reducing the analysis Bis'fluence could improve the depth

resolution by ~1 nm.
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1. Introduction

ToF-SIMS molecular depth-profiling of organic materials has become a major topic in surface
science. This success is due to the possibility of achieving 3D molecular imaging on complex
organic stacks. Remarkable progress was made possible by the advent of polyatomic sputtering ion
beams, that were first applied for molecular depth-profiling of organic materials back in 1998 by
Gillen and Roberson,[1] using SFs" primary ions. Later, depth-profiles obtained with large argon
gas clusters ions beams (Ar," GCIBs) sputtering, with clusters composed of few thousand Ar atoms
and a few keV energy demonstrated the high potential in ensuring stable and intense signals from
large molecular ions. The advantage of large cluster primary ions relies on their high sputtering
yields, short implantation depth and low energy-per-atom values (few eV). These features allow
limiting the ion beam induced in-depth modifications since high erosion rates ensure that the
induced damages are completely removed during the next sputtering cycle so that modifications do
not accumulate during the profile, allowing for molecular information to be preserved.[2]

An alternative approach to improve the molecular useful yield, i.e. the number of molecular ions
which are detected divided by the number of molecules that are removed from the surface, is to
improve the ionization yield. This can be done by sputtering with Cs” primary ions. Low-energy
(below 1 keV) Cs™ beam has already demonstrated its efficiency for depth profiling cross-linking
polymer layers and organic biomolecules.[3—5] The assumed ionization mechanism to generate
molecular ions at the sample surface involves the chemical interaction of cesium with the organic
molecules, improving the secondary ion useful yield.[6] More details about the advantageous
radical scavenging effect allowing to avoid organic molecules crosslinking were already provided
elsewhere.[7, 8] This mechanism can be schematized as a charge exchange from implanted cesium

atoms to the organic molecule, following the generic reaction:

M+Cs=> M +Cs"
where M is a molecule or a radical. In a dual beam profile, the analysis primary ions hit the cesiated
surface and lead to preferential ejection of negative molecular fragments (M") formed during the
previous sputtering cycle.
More recently, low-energy Cs” source was successfully applied to profile optoelectronic devices
made of hybrid (organic-inorganic) multilayers;[9-13] for these samples, compared to
conventional Ar GCIBs sources, Cs” has a relevant advantage of providing similar sputter rates on

soft (organic) and hard (inorganic) materials.[14] However, Cs" sputtering is of little interest if it
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does not ensure a high depth profile quality, i.e. high molecular signals intensities and high in-
depth resolution. The aim of the present work is thus to assess the depth resolution using low-
energy Cs', keeping in mind that the best resolution achieved with Ar," GCIBs is ~4-5 nm.[15]

In order to assess the depth resolution, we profiled model organic heterojunctions made of cross-
linking amino-acids delta layers of phenylalanine (Phe) sandwiched between tyrosine (Tyr)
spacers. The device was fully processed by thermal evaporation under UHV.[5, 16] This sample
structure was chosen based on previous results showing that alternative sputtering primary ion
beams, such as xenon, oxygen or fullerenes could not succeed in-depth profiling these materials.[5,
16] For the sample made of three Phe delta layers inserted between Tyr spacers, high-quality
molecular depth-profiles were achieved with argon GCIBs sputtering and Bis™ analysis,[17] while
the combination of 500 eV Cs" with Ga" analysis beam failed to resolve comparatively well the
Phe delta layers. To get more insights into the depth profile resolution limiting factors, in this work
we assess the depth resolution and molecular ions intensities associated with low-energy Cs”

sputtering as a function of the nature (Bisz" or Ga") and the fluence of the analysis primary ion beam.

2. Material and Methods

2.1 Samples preparation

Organic Phe/Tyr amino acids stacks were deposited by UHV thermal evaporation. The layers’
thickness was monitored in-sifu by a quartz crystal microbalance (QCM), which was previously
calibrated to ensure a reliable and reproducible thickness control on each material and to take into
account the different locations of the QCM and the substrates in the reactor. More in details, the
layer thickness was calibrated by measuring the thickness of each material on silicon by
ellipsometry (EP-5 ellipsometer from Semilab-Sopra) and by surface profilometry (Dektak). For
example, for tyrosine, a thickness of 100 nm indicated by the QCM corresponded to 138 nm as
measured by ellipsometry and 135 nm by profilometry. The last measure could possibly be
influenced by the deformation of the soft surface by the tip. The calibration resulted in empirical
thickness correction factors ny,=1.38 for the Tyr and npne=1.34 for the Phe. From these coefficients,
the multilayered structure deposition was directly monitored from the QCM output. For Tyr/Phe
bilayers, we start by depositing a 24 nm thick Phe layer on Si, followed by 77 nm thick 7yr layer.
Tyr/Phe multilayers consist of three Phe delta layers (6 nm thick) separated by 95 nm thick Tyr

spacers, forming a total of 7 organic layers.
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2.2 ToF-SIMS analysis

Model organic stacks are depth profiled using a ToF-SIMS 1V instrument from IONTOF (Miinster,
Germany) in dual beam non-interlaced mode (one analysis frame and 1 s pause for each cycle), in
negative polarity and with analysis and sputtering ion beams oriented at 45° with respect to the
sample surface. In order to estimate the impact of Biz™ fluence, two depth profiles were acquired at
a constant Cs” fluence (5.5%10' ions/cm? per cycle), while varying the Bis" fluence by a factor of
1.8. Specifically, in the high fluence condition, the Cs* sputtering beam (500 eV, 16 nA, 5 s/cycle)
rasters a 300300 pm? area and the Bis" analysis beam (25 keV, 0.30 pA) rasters a 100100 pm?
area corresponding to a fluence of 3.0x10'" ions/cm?. In the low fluence condition, the sputtering
raster area is 600x600 um? and the analysis is 135x135 pm?; the Cs" current (31.5 nA) and sputter
time (10 s/cycle) were both doubled in order to keep the same Cs” fluence in the two experiments.
In this way, the Cs" fluence (and so the erosion speed) required to reach the organic/inorganic
interface (amino acid/SiO>) is still 5.5x10'* ions/cm? per cycle, while the Bis™ fluence is reduced
by a factor of 1.8 (1.7x10'° jons/cm? per cycle). The sample surface was flooded using a defocused

low-energy electron beam in order to ensure fast surface charge compensation.

3. Results

3.1. Determination of the sputtering yield of Phe and Tyr

As the main aim of this work is to relate the in-depth resolution of the low-energy Cs" profile, a
precise measurement of the two amino acids sputtering yields in our specific dual beam conditions
(erosion and analysis) is a prerequisite to convert the sputtering time into a layer thickness. To do
so, we started by profiling pure Phe and Tyr layers evaporated on Si wafers and then we analyzed
Phe/Tyr and Tyr/Phe structures. In the heterojunction, we define the interface position as the time
at which the underlying layer characteristic signal reaches 50 % of its plateau intensity. The
sputtering yields derived from 7yr and Phe layers are 0.30 nm*/ion (32 atoms/ion) and 0.24 nm?/ion
(24 atoms/ion), respectively. These values correspond, with the Cs” beam conditions given in the
Experimental section, to erosion rate of 0.50 nm/s for the Phe layer, and a slightly higher rate for

the 7yr layer (0.59 nm/s). These rates are rather high for such a low energy and monatomic source.
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3.2. ToF-SIMS profile of Phe delta layers

The depth profile obtained with 500 eV Cs" and 25 keV Bis" analysis beam on the three Phe delta
layers sample is shown in Figure 1. The depth profile displays the molecular signals from the
deprotonated tyrosine ion (CoHi1oNO3", [Tyr-H]") the deprotonated phenylalanine ions (CoHioNO2
, [Phe-H]") and the silicon substrate (Si0>") as a function of the Cs* fluence. Remarkably, the three
Phe delta layers are very well resolved together with a sharp drop of the [Tyr-H] signal even in
the third delta layer. Interestingly, the fluences needed to sputter the second and third 7yr and Phe
layers are the same, meaning that the sputter rate remains rigorously constant throughout the whole
depth profile. The constant sputtering yield implies that no damage, accumulation or crosslinking
effects occur during the profile. Because of the strong similarity between Phe and Tyr molecules,
the [Phe-H] ion can also be generated from the fragmentation of the 7y» molecule by losing a
hydroxyl group ([Tyr-OH]). This explains why the [Phe-H] signal remains intense even when
sputtering the Tvr layer.
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Figure 1 — ToF-SIMS depth profile of three 6 nm thick Phe delta layers separated by 95 nm thick
Tyr spacer layers. The profile is obtained with 500 eV Cs" sputtering and 25 keV Biz" analysis

beams.

34



Similar Tyr/Phe multilayers have been previously depth profiled by combining 500 eV Cs"
sputtering and 15 keV Ga' analysis or by combining 20 keV Ceo" or 2.5 keV Arj700" sputtering and
25 keV Bi3" analysis.[17] This work showed that the best depth resolution (~6 nm) was achieved
with 2.5 keV Ari7g0" sputtering and 25 keV Bis" analysis resulting in well-defined 10 nm thick Phe
delta layers, while the quality of the profile obtained with low-energy Cs" was very poor (Figure
2). The main artefacts are (i) the low depth resolution, as testified by the enlargement of Phe delta
layers, (i1) the accumulation of molecular fragmentation during the profile, as testified by the
difficulty in identifying the third delta layer and(iii) the fact that only the CsHsNO™ fragment could
be monitored to identify the Tyr layer because the [Tyr-H]- intensity was too weak. From the
comparison between Figure 1 and 2, we clearly see how the nature of the analysis beam (Bi3" or
Ga") affects the depth profile quality and the depth resolution. This is in agreement with a previous

report from Cramer et al. on low-energy Cs” profiles on polycarbonate films.[4]
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Figure 2. ToF-SIMS profile of three Phe delta layers (10 nm) sandwiched between Tyr spacers
(75 nm) obtained with 500 eV Cs" sputtering and 15 keV Ga' analysis beams (adapted from
Wehbe et al.[17]).
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3.3. Evaluation of the depth resolution on Tyr/Phe profiles

A zoom on the rise of the [Phe-H] signal at the Tyr/Phe interface in a bilayer sample is shown in
Figure 3. The depth resolution is estimated based on the 16% - 84% criterion, calculated from the
maximum [Phe-H] intensity. For simplicity, we assume a constant sputter rate in the interface
region, equal to the Phe one. This might cause a slight overestimation of the actual depth resolution
(i.e. a few percent lower value). The 16%-84% depth resolution measured on this interface is 4.2
nm, which gives an estimate of the depth resolution obtained in this “high fluence™ condition.

Further details will be given in the next section from the analysis of Phe delta layers.
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Figure 3. Zoom of the Ty»/Phe interface in the bilayer depth profile with 500 eV Cs* and 25 keV
Bis" showing the rise of the [Phe-H] molecular signal. Open circles are experimental points and

the curve corresponds to the fit with Eq. /.
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4. Discussion
4.1. Depth resolution assessment
The profile analysis is performed by fitting the data with an error function, obtained by convoluting
the ideal concentration profile with a Gaussian curve. This is correct if we assume that only the
interface roughness (initial and induced) contributes to the depth resolution and that no molecular
diffusion occurs. The escape depth of molecular ions is also neglected by this approach. For
bilayers, the measured profile is thus modeled as the convolution of a step function with a Gaussian
of variance o. In this case, the function modeling the measured profile is:

f(x) = %[1+erf(x‘;j5")]+b (Eq. 1)

where a is the bottom layer signal maximal intensity, b is an offset, xo defines the interface location

and x is the depth. The 16-84% distance previously defined is by definition given by the value 2o,
expressing the depth resolution associated with the profile conditions. For example, the rise of the
[Phe-H] molecular signal in the Tyr/Phe bilayer interface shown in Figure 3 is fitted with Eq. 1
with a variance ¢=2.1 nm, thus indicating that the 16-84% depth resolution is 4.2 nm. The
2=0.99961 value shows that the model is appropriate to describe the sputtering process.
An ideal delta layer can be schematically modeled as a boxcar function between the depths x| and
x2. The delta layer thickness is, therefore (x2-x1). The experimental depth profile over a delta layer
can thus be modeled by the convolution of this box function with a Gaussian function of variance

G:

FG) = err(2)-err ()]0 (q. 2
where a and b have the same meaning as in Eq. /. This function was applied to fit the profile of the
first Phe delta layer in Figure 1. The fluence scale was converted into a depth scale by assuming a
constant sputtering yield of the Phe of 0.24 nm*/ion. Knowing that the delta layer width (x2-x1) is
6 nm, the fit of the experimental data with Eq. 2, gives the value 6=2.45 nm, corresponding to a
depth resolution of 4.9 nm (Figure 4a). The R? coefficient (0.99557) is slightly lower in comparison
to the bilayer sample, however, it still indicates a reasonably good match. As shown in Figure 4a,
the fit follows much better the rising edge (top 7vr/Phe interface) with respect to the trailing edge
(Phe/Tyr interface), suggesting that the top interface is sharper possibly because of the lower

interface roughness or mixing. In order to take into account the beam induced roughening, the
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model is refined by introducing two variances, o1 and o2 corresponding to the top and bottom
interface roughness:

f&) =3
The fit of the first Phe delta layer by Eq. 3 (Figure 4b) gives 61=2.05 nm and ©2=2.9 nm,

ert () (e Ba.3).

corresponding to a depth resolution on the rising edge of about 4.1 nm, agreeing well with the one
measured on the bilayer system, and 5.8 nm on the trailing edge. The profile fitting with two
Gaussian curves results in a fit accuracy of R?=0.99877. We can thus safely assess that the intrinsic

depth resolution obtained with 500 eV Cs" is ~4-5 nm, which is a remarkably low value for an

organic depth profile.
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Figure 4. Zoom on the [Phe-H] signal from the first 6-nm-thick Phe delta layer sputtered with 500 ¢V Cs'
and analyzed with 25 keV Bi;™ beams. Open circles are experimental data and the curve fits are derived

from Eq. 2 (a) and Egq. 3 (b).

4.2. Possible effect of the analysis beam fluence on the depth resolution

The striking difference between dual beam depth profiles combining 500 eV Cs" with Ga™ or Cs”
reveals the strong impact of the analysis beam nature on the organic profile depth resolution. This
is particularly remarkable if we consider that in dual beam depth profiling, within one
sputtering/analysis cycle, the sputtering beam fluence is typically five orders of magnitude higher
than the analysis one. For example, the profiles in Figure 1 and 4 are obtained with a Bi/Cs fluence
ratio of 5.5x10°7, meaning that 18000 Cs' ions strike the surface for each Bis' cluster. We have
also investigated the effect of the Biz" fluence on the depth resolution on 7y»/Phe multilayers with
6 nm Phe delta layers. The Bis" fluence was simply lowered by increasing the analysis area. The

[Phe-H] profiles obtained on the first Phe delta layer with the Bi/Cs fluence ratio of Ry=5.5%10"

38



(high fluence) and R;=3.1x10" (low fluence) are shown in Figure 5. While the sputtering yield
ratio has been frequently taken as a good parameter to characterize and compare different ion beam
conditions on inorganic samples, here we use the fluence ratio because the rapid degradation of
organic layers induced by the analysis beam bombardment may result in a significant variation of
the sputtering yield with the analysis time and this would limit our accuracy in calibrating the
sputtering yields. The decrease of the analysis beam fluence seems to improve the depth resolution,
as shown by the delta layer FWHM decrease from 6n=7.1 nm to 6.=6.5 nm. By using Eq. /, this
corresponds to a reduction of 2c from 2ou=4.9 nm to 2o61=3.7 nm. If we apply the two-variances
model (£q. 3), the low fluence condition gives an average depth resolution of about 3.8 nm (o1.=1.6
nm and 621=2.2). The reduction of the Bis" fluence could therefore slightly improve the depth
resolution to a value below 4 nm. However, such a small difference of ~1 nm might not be
significant as it could be due to the sample structure itself (i.e. local roughness) or even to

fluctuations in the analysis area centering with respect to the sputter crater.
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Figure 5. Effect of the 25 keV Bis" as analysis beam fluence (high fluence in black, low fluence
in grey) on the profile of the first 6 nm Phe delta layer. The sputtering beam is 500 eV Cs".

39



The fluence of the analysis beam also affects the [Tyr-H] signal drop in the Phe layer (Figure 5).
Namely, a sharper drop of the [Tyr-H] signal is observed in low-fluence condition; the normalized
intensity minima at the middle of the Phe layer are mu=0.48 for the high Biz" fluence and n1=0.35
for the low Bis" fluence. If we fit the [Tyr-H] profile in the Phe delta layer with a simple

convolution with a Gaussian function:

9() = 1-3ers(TF)-err(TF)]
where 6= x2-x1 corresponds to the Phe thickness of 6 nm. The minimum value, at the center of the
delta, is:
gl +68/2) = 1-ers(525)-err(55)|

From the above relation and based on the ¢ values, the expected (normalized) minima would be
my=0.22 (op=2.45) and m1=0.11 (c.=1.85). The difference between the experimental and the fit
minima is ascribed to the fact that the information depth is neglected in the pure Gaussian model.
Practically, when the profile reaches the apex of the [Phe-H] signal, because of both the surface
roughness and the information depth, a small [Tyr-H] signal is already detected from the
underlying tyrosine layer. Again, although the drop in 7yr intensity hints at an improved depth
resolution, one cannot rule out slight variations in the Phe delta layer thickness in the order of ~1

nm that would also affect the 7Tyr intensity in the middle of the layer.

4.3. Evolution of the depth resolution with the sputtering time

For ideal Tyr/Phe multilayer profiles, in which interface effects can be neglected, by knowing the
individual sputter rates on each pure material, the Phe delta layers centroids in Figure 1 would be
centered at z1=98, 22=196 and z3=294 nm. The evolution of the delta layer thicknesses (&;, with
i=1,2,3) can be used to estimate the decrease of the depth resolution as a function of the sputtering
time (or the depth) for the two Bis" fluence regimes.

The depth resolution at high and low Bis;™ fluence (26,) estimated from the Gaussian fit (Eq. /) are
respectively 4.9 and 3.7 nm for 26/, 5.9 and 3.7 nm for 262, and 6.9 and 5.1 nm for 263, indicating
that, over a depth of 400 nm, the depth resolution lowers by approximately 1 nm every 100 nm of
sputtering (see Figure 6). These results suggest that the analysis beam fluence has a non-negligible
impact on the decrease of the depth resolution and it should be definitely limited in long profiles

of organic materials.
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Figure 6 - Depth resolution vs. depth measured on the three Phe delta layers. The sputter beam is
500 eV Cs” and the analysis beam is 25 keV Biz" with a high fluence (grey curve) and a low fluence
(black curve). The errors bars represent the depth resolutions obtained with the asymmetric
response function, the lower bound standing for the resolution on the rising edge and the higher

bound for the trailing edge.

5. Conclusions

In this work, we have produced model samples with organic delta layer in order to assess the depth
resolution in organic depth profiles with low-energy Cs'. First of all, even if the sputtering is
performed with monoatomic ions, intense and stable quasi-molecular ions profiles from Phe and
Tyr were obtained testifying the ability of Cs* in enhancing negative ionization yields and
preventing the accumulation of molecular damage, until the substrate was reached. Results show
that, in the best conditions, corresponding to the lower analysis beam fluence, few nm thick Phe
delta layers embedded into Tyr barriers are successfully profiled with a depth resolution around 4

nm at the first Phe layer and degradation of about 1 nm every 100 nm of sputtering. This constitutes
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a major improvement from previously published data on similar samples, obtained with Ga™ as
analysis beam. The degradation of the depth resolution appears therefore severely affected by the
roughening and mixing induced by the analysis beam, even though its fluence is about 10° times
smaller than the one from the sputtering beam. The depth resolution measured on the first delta
layer seems to be further improved by halving the Bi3" fluence, but the magnitude of this effect (~1
nm) could be comparable to local variations in the sample roughness and/or to the curvature of the
crater bottom. Low-energy Cs' sputtering results in a depth resolution of 4 nm, which is even
higher than what was previously reported in similar 7yr/Phe organic stacks and analysis beam
conditions, by using Ari700" clusters profiles sputtering (~6 nm). This fact is relevant because, with
respect to Ar clusters, low-energy Cs” provides for much lower sputter yield gap between organic
and inorganic materials (metals and oxides), thus allowing to profile hybrid stacks. Overall,
Phe/Tyr stacks appear as very useful samples to optimize the depth profile conditions and follow
the depth resolution degradation as a function of the sputtering depth.

Incoming measurements will assess this topic within a more systematic study. Namely, further
reducing the bismuth fluence should give an insight about the ultimate depth resolution that can be
reached with cesium sputtering gun. Moreover, exploring a larger range of energies and sizes of
Bin' clusters (n =1, 3, 5, 7) should illustrate the compromise existing between signal intensity and

degradation, and this way advocate optimal conditions for the depth profiling of organics.
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4.2 HYBRID MODEL SAMPLES DEPTH PROFILING WITH LOW ENERGY CS — FEASIBILITY STUDY

The previous paragraph validated the capacity of low-energy Cs to efficiently depth-profile
organics, displaying high molecular fragments intensities and excellent depth resolution. The goal of
the next paper is to go further and to determine if Cs source could be suitable for providing in-depth
molecular information about hybrid samples, in an easy, fast and reliable way. We synthesized model
samples made of gold or chromium and tyrosine and analyzed them in order to understand the
sputtering mechanisms involved, such as recoil depth, modification of the etching rate or
fragmentation. We show that hybrid multilayers can be depth-profiled with moderate degradation
using cesium ions.

The favorable effect of Cs sputtering was also observed by Edwards et al. on polymer loaded with
inorganic nanoparticles.’? They compare the performances of 500 eV Cs*, 10 keV Arsgo* and 20 keV
Ari000" for the depth profiling of polycarbonate (PC), and PC combined with different types of inorganic
nanocomposites. In particular, on PC with inclusions of graphene oxide decorated by FesO4
nanoparticles, they noticed an alteration of the polymer under Ar clusters bombardment. Conversely,
low energy Cs* allowed maintaining constant molecular intensities, indicating that no damage
accumulation occurred in these conditions. However, a higher topography developed in the polymer
reference sample under Cs* bombardment, which confirms the superiority of large Ar clusters for the

depth profiling of polymers.

The following scientific paper assesses the feasibility of depth profiling a hybrid sample comprising a
metallic overlayer and constitutes, to our knowledge, the first successful attempt of this type using
ToF-SIMS. While this feasibility study does not aim at providing a detailed discussion on the chemical
interaction processes between amino acids and metals, we feel that some interesting features should
be pinpointed.

(i) In the profiles below, the fluctuations of the signal intensities near the interfaces is
attributed to a variation of the Cs concentration, due to abrupt changes in sputtering yield,
leading to Cs pileup at the interface The matrix effect related to the change in the surface
composition (i.e. enhanced negative ionization) could explain this phenomenon. Also, gold

2728 and it is conceivable that the

was proved to impact the positive ionization probability
negative ionization probability could be affected as well, even if this is not reported in the
literature.

(ii) On the chromium/tyrosine systems, a strong signal of chromium oxide appears in response
to a strong reactivity of the metal with ambient oxygen and oxygen contained in the

tyrosine layer. More surprisingly, a high signal of Cr," is observed in the middle of the layer,
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(iii)

despite the small thickness of the chromium layer (10 nm). We suspect different oxidation
states of the Cr atoms directly in contact with the organic layer or with the atmosphere,
than the ones inside the metal layer. XPS measurement might shed light on this issue.

The signal of SiO5 is monitored to localize the interface with the substrate. Interestingly,
the intensity of this signal increases at the extreme surface of the samples, and at the
interfaces, except in the case of the gold layer deposited on tyrosine. Diffusion of the
silicon substrate through the layer is highly improbable, but we cannot completely reject
the possibility of uneven coverage of the substrate. However, we assume that the intensity
should present a plateau in that case. We suspect contamination with
polydimethylsiloxane (PDMS) while transferring the sample for the PVD chamber, to the

evaporation facility. The possibility of a mass interference is a priori excluded.
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ABSTRACT

The structures developed in organic electronics, such as OLEDs (organic light emitting
diodes) or OPVs (organic photovoltaics) devices always involve hybrid interfaces, joining
metal or oxide layers with organic layers. No satisfactory method to probe these hybrid
interfaces physical chemistry currently exists. One promising way to analyze such interfaces
is to use inm situ ion beam etching, but this requires ion beams able to depth profile both
inorganic and organic layers. Mono- or diatomic ion beams commonly used to depth profile
inorganic materials usually perform badly on organics, while cluster ion beams perform
excellently on organics, but yield poor results when organics and inorganics are mixed. On
the contrary, low energy Cs™ beams (< 500 ¢V) allow organic and inorganic materials depth
profiling with comparable erosion rates. This paper shows a successful depth profiling of a
model hybrid system made of metallic (Au, Cr) and organic (tyrosine) layers, sputtered with
500 eV Cs* ions. Tyrosine layers capped with metallic overlayers are depth profiled easily,
with high intensities for the characteristic molecular ions and other specific fragments.

Metallic Au or Cr atoms are recoiled into the organic layer where they cause some damage
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near the hybrid interface as well as changes in the erosion rate. However, these recoil
implanted metallic atoms do not appear to severely degrade the depth profile overall quality.
This first successful hybrid depth profiling report opens new possibilities for the study of

OLEDs, organic solar cells or other hybrid devices.

KEYWORDS: Organic electronics, OLEDs, OPVs, hybrid materials, SIMS, cesium

INTRODUCTION

Time-of-Flight Secondary Ion Mass Spectrometry (ToF-SIMS) has been repeatedly used to
depth profile inorganic and, more recently, organic samples. An increasing amount of
literature demonstrates that polyatomic primary ions such as SFs*, Cs" and Ar,™ are suitable
for this purpose’>¥*%° The total energy is shared by each atom in the cluster, limiting the
penetration depth and thereby the extent of the chemically damaged layer under the surface.
Due to their high sputtering yield, these ions show a high cleaning efficiency and thus avoid

damage accumulation on materials removed layer-by-layer™.

Recently, hybrid samples (organic and inorganic multilayers) have played an important role
in a broad range of fields, especially in microelectronics with the development of OLEDs and
organic solar cells. Other application fields include catalyst devices for air or water
purification'® and assemblies containing hybrid metal/polymer interfaces used in the
automotive and aviation industry. Presently, the challenge is to further improve their
performances (lifetime, stability, etc.) by understanding the phenomena which occur at the
interfaces inside their multilayer structure (interlayer diffusion or degradation mechanisms
depending on illumination, temperature variations and atmospheric conditions'"'?). Despite

their excellent performance on organic samples, cluster ions are rather inefficient to depth
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profile inorganic samples'?, so that it remains a challenge to use them efficiently on hybrid
samples'*. The main issue for this type of analysis is the extreme sputter rate difference
between organics and inorganics'®, The literature reports three different ways to obtain depth
profiles on hybrid systems. The first approach consists on removing the inorganic layers from
the device, then to subsequently analyze the remaining organic parts with cluster ion beams.
This has been performed for instance on OLED systems, in which the metallic cathode is
removed mechanically before the organic layers analysis'®. Another approach consists on
switching ion sources while crossing hybrid interfaces, e.g. using a monoatomic Ar source on
inorganic layers, then switching to Argon cluster ion beams in the organic layers!”. Finally,
hybrid depth profiling with only one source has been attempted on 1.4 to 3.5 nm gold layer
embedded in cholesterol deposits'#, sputtered with Cso" ion source. On these model systems,
the organic layer shows an important molecular ion signal decrease after the gold is removed.
Regardless the metal layer thickness, fragmentation enhancement is observed, as well as a
decrease of both the sputtering yield and cleanup efficiency, compared to the upper

cholesterol layer.

In this context, we managed to assess the impact of low energy Cs* as a sputter source for
hybrid organic/inorganic samples depth profiling. Cs high reactivity ensures a negative ion
signal enhancement, along with free radicals scavenging'®. This source already proved its

19202122 and organics®>**?. In this paper, we analyze model

efficiency on both inorganics
systems made of different metals (gold or chromium) and tyrosine multilayer systems
deposited on silicon substrates. We show how it is possible not only to reach the silicon

substrate with a single set of parameters, but also to keep a high intensity for the deprotonated

tyrosine molecular ion even after sputtering through 10 nm gold or chromium.
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EXPERIMENTAL SECTION

Sample description
Hybrid multilayer samples consist of gold or chromium layers grown by physical vapor

deposition (PVD) and evaporated tyrosine (denoted “Tyr” below) on silicon substrates.

Silicon substrates <100> were purchased from Si-Mat (Kaufering, Germany). Prior to
analysis, they were cut into 1 cm dices and cleaned by sonicating them in an isopropanol bath

for 15 minutes. Then they were immediately dried under a nitrogen flow.

L-Tyrosine (CoH11NOs, Sigma-Aldrich > 97%) was deposited by thermal evaporation in a
Cressington evaporation supply LT 1500 308R (Watford, UK). The chamber was first
brought to a 10”7 mbar pressure. The crucible containing the tyrosine powder was then heated
up to 330-350°C. The pressure during evaporation never exceeded 10 mbar and the
deposited thickness was controlled by a Quartz microbalance, which was calibrated with

ellipsometry and profilometry in turns.

Gold and chromium layers were grown by PVD with a Quorum Q150 T E/S device from
Quorum Technologies (Laughton, UK), from which sputter targets were also purchased. 20
and 120 mA currents were used for Au and Cr, respectively. The distance between the target
and the sample was 50 mm. The layer thickness was once again measured with a Quartz

microbalance and calibrated with a profilometer.
Using these disposition approaches, the following metal/organic systems were prepared:

- A one-layer sample for sputtering yields measurements (Tyr/Si), (Cr/Si) and (Au/Si),
- Two-layer samples (10 nm Cr/94 nm Tyr/Si), (92 nm Tyr/10 nm Cr/Si), (10 nm

Au/92 nm Tyr/Si) and (92 nm Tyr/10 nm Au /Si),
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- Three-layer samples (92 nm Tyr/10 nm Au/92 nm Tyr/Si),(92 nm Tyr/10 nm Cr/94

nm Tyr/Si).

ToF-SIMS measurements

ToF-SIMS depth profiles were acquired in dual beam mode®® using a ToF-SIMS IV (Ion-Tof
GmbH, Miinster, Germany). The analysis beam (Bis" at 25 keV; current: ~25 pA, pulse
width: 20 ns; pulse width after bunching: 0.75 ns; repetition rate: 10 kHz), rastered over a 300
X 300 um? area and the erosion beam (Cs" at 500 eV, current: 37-41 nA), rastered over a 500
X 500 pm? area were operated in non-interlaced mode with 1 analysis frame (1.6384 s), 10 s
erosion and 1 s pause per cycle, both with a 45° incidence angle to the sample surface. A low
energy flood gun ensured charge compensation. The secondary ions were extracted at a 2 kV
acceleration voltage. The spectra were calibrated with Cs”, CsH70™ and CoH1oNO3™ peaks and
were acquired from 0 to 880 m/z. The mass resolution (m/Am) at the CoH10NO3™ (m/z 180)
and Si" (m/z 28) peaks were typically above 8500 and 10500 in negative ion polarity. Ion
intensities in depth profiles are expressed in ions/cycle units (simply denoted by “counts” in
the graphs), which is the number of ions of a given species detected per analysis cycle, lasting

128 x 128 x 10™ s, or 1.6384 s.

Sputtering yields. The sputtering yields of single layers deposited on Si were determined by
using the following relation:

_eAd

Y=
It

Eq. 2.

where e stands for the electron charge (1.6 X 107! C/ion), 4 is the sputtered area in nm?, d is

the layer thickness in nm, determined by profilometry, / indicates the sputtering current and #
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is the time necessary to reach 50% of the steady state intensity of the following layer

characteristic signal.

RESULTS AND DISCUSSION

a) organics on metals

The depth profile results for the Tyr/Au/Si system are shown in Fig. 1a. and the results for the
Tyr/Cr/Si system are shown in Fig. 1b. As expected, both the tyrosine?” and inorganic films
are easily depth profiled with 500 eV Cs’, with a very sharp interface. The Tyr layer is
readily identified with a CoH;oNO3~ molecular ion or [Tyr-H], at m/z 180. Other
characteristic fragments are also monitored: CsHsNO™ at m/z 134, CsH;0™ at m/z 119 (not
shown) and CsHsO™ at m/z 93 (not show). The molecular ion [Tyr-H] signal drops rapidly at
the beginning of the depth profiles, then it rises to reach a steady state value. Intensity
oscillations are also noticed at the organic/metal interface. This behavior is common with low
energy Cs* depth profiling as was shown in previous works'®?*. The initial drop is caused by
rapid fragmentation of the Tyr molecules caused by the Cs” ions, leading to the formation of
free radicals. When the sputtered depth reaches that of the implanted Cs atoms, reactions
between Cs atoms and the free radicals quench the chemical damage processes, such as
crosslinking or hydrogen abstraction. Closer to the hybrid interface, Cs concentration
variations occur, leading to transients in the molecular signal, probably related to changes in

the negative ionization probability.

The Au signal plotted in figure la is represented by the gold dimer Auy’, as opposed to the
monomer Au’, because the Au” ions saturate the detector. The Cr signal in figure 1b is also
represented by the dimerized Cr» signal. The ion *CrO,™ at m/z 82, plotted in fig. 1b, is a

marker for native chromium oxide layers. In both cases, no metal (Cr, Au) is detected in the
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Tyr layer, meaning that no significant diffusion of metal occurs into the organic layer. The

second interface (metal/Si) is identified with a SiO;" ion (native oxide).
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Fig. 1. 500 ¢V Cs" depth profiling of 92 nm Tyr/ 10 nm Au/Si multilayers (a) and 92 nm

Tyr/10 nm Cr/Si multilayers (b).

b) Metal on organics

Metal on organic films are much more challenging hybrid systems to characterize with ToF-
SIMS compared to the converse situation (organic on metal films). This is because the
energetic metal atoms in the collision cascade are injected into the softer and less dense
underlying Tyr layer, where they produce extensive molecular damage. Fig. 2a. shows the
depth profile obtained with 500 eV Cs" on the AwTyr/Si system. The first remarkable
observation is the sharp rise of the [Tyr-H] signal at the Au/Tyr interface, followed by a high
and slightly fluctuating intensity of the molecular ion within the Tyr layer. The Auz” intensity
remains constant within the Au overlayer, then drops exponentially in the Tyr layer,
indicating a broad ion beam induced diffusion of metal into the organic layer. This diffusion
is not observed in the reverse layer (Tyr/Au) and is therefore due to collisions between the

incident Cs” ions and Au atoms, pushing these atoms deeper into the Tyr underlayer. This

52



experiment demonstrates that Tyr molecules withstand the collisions with Au atoms with
relatively low damage. The initial Tyr intensity drop beyond the Au/Tyr interface could be
due to Tyr molecules fragmentation. However, the signal tends to increase deeper in the Tyr
layer, where the Au concentration is lower, which strongly limits the collisions between Au
atoms and Tyr molecules. The intensity drop measured at the Au/Tyr interface for all
secondary ions is attributed to a temporary charging effect arising when crossing the interface
from the highly conductive gold layer to the insulating Tyr layer. This leads to a brief loss of
total secondary ion emission and also to sudden peak shifts, which are taken into account in

the plotted peak areas.

Intensity (counts)
Intensity (counts)
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Fig. 2. 500 eV Cs* depth profiling of 10 nm Au/ 92 nm Tyr/Si multilayers (a) and 10 nm

Cr/94 nm Tyr/Si multilayers (b).

Fig. 2b. shows the depth profile obtained with 500 eV Cs* in the Cr/Tyr/Si system. Once
again, the Tyr signal, monitored by the [Tyr-H] ion, as well as the CgHsNO" fragment, rises
rapidly at the Cr/Tyr interface, up to a steady-state, proving that the molecular depth profiling
remains efficient beyond the metallic overlayer. The Cr layer is identified by means of Cry’
ions at m/z 52 and *°CrO;" ions at m/z 82. The Cr,” profile is flat in the Cr layer. Then it

decreases slowly in the Tyr layer, suggesting again an intensive ion beam induced diffusion
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of Cr atoms into the Tyr layer. Like in the previous case (Au/Tyr), this diffusion is produced
by recoiling the Cr atoms with incident Cs™ ions deeper through the organic layer. The
chromium layer oxidation is measured by means of *°CrO," ions. Chromium appears to be

oxidized at its surface (native oxide layer) and at the Cr/Tyr interface.

¢) organic/metal/organic/Si multilayers

Trilayer systems offer two hybrid interfaces (organic/inorganic and inorganic/organic),
therefore allowing a direct comparison of molecular signals before crossing the metal film
(top Tyr layer) and after crossing the metal film (buried Tyr layer). The depth profile
obtained with 500 eV Cs* on the Tyr/Au/Tyr/Si system is shown in fig. 3a. Once again, the
hybrid depth profiling is successful when looking at the [Tyr-H] peak and all the Tyr related
fragments (only the CsHsNO" fragment at m/z 134 is shown in fig. 3a). The [Tyr-H] steady-
state intensity reaches about 6000 ions/cycle in the first layer, then drops sharply, as
expected, at the Tyr/Au interface. Furthermore, the signal rises again sharply at the Au/Tyr
interface, then reaches a maximum intensity ca. 4000 ions/cycle. Naturally, the signal
decreases again when reaching the Si substrate. Similar conclusions can be drawn for the
large fragment at m/z 134, with a maximum intensity still exceeding 10000 ions/cycles in the
second Tyr layer. The Auy™ signal also helps to identify the Au layer and to estimate the Au
ion beam induced diffusion through the Tyr layer. The signal rise at the first interface is
extremely sharp, but its decay is slow beyond the second interface, as noticed in fig.2a. The
high amount of Au atoms injected in the Tyr layer evidently increases molecular damage, but
the molecular signal loss beyond the 10 nm thick Au layer remains quite limited. Compared

to the bilayer shown in Fig. 2a., a residual Tyr signal is still detected within the Au layer. The
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reason might be that Au layers evaporated on a Tyr substrate exhibit some defects, such as

pinholes, compared to Au layers evaporated on Si.
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Fig. 3. 500 eV Cs" depth profiling of 92 nm Tyr/10 nm Au/92 nm Tyr/Si multilayers (a) and

92 nm Tyr/10 nm Cr/94 nm Tyr/Si multilayers.

The depth profile obtained with 500 eV Cs" in a Tyr/Cr/Tyr/Si system is shown in Fig. 3b.
The general features are similar to the previous profile (fig. 3a.), with a high [Tyr-H] ion
intensity in the first layer (~6000 counts/cycle), a sharp drop at the first interface, followed by
another sharp rise at the second interface and an immediate molecular signal recovery. Some
oscillations are observed, until the signal reaches a maximum around 1300 counts/cycle,
which is lower than in the Tyr/Au/Tyr case, but still remains adequate for molecular depth
profiling. Again, an extensive Cr ion beam induced diffusion (followed by Cr™ and °CrOy
ions) is observed. In order to understand the origin of the Tyr signal intensity oscillations, 3D
imaging data (not shown) was reconstructed in the second interface region. It turns out that
the intensity loss is related to dark spots observed on all secondary ion images, i.e. areas
where the secondary ion intensity is depressed. This is most likely due to differential
charging effects at the metal/insulator interface, which are temporarily not fully compensated

by electron flooding.
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d) Discussion
Metal injection in the organic layer

The key issue in metal/organics depth profiling is the injection of metal atoms into organic
layers®®. In the systems analyzed here, Cr and Au atoms are recoiled from the metallic
overlayer through the Tyr layer. As shown in figs 2 and 3, the Cr and Au ion beam induced
diffusion is evident on the depth profiles, with a long exponential tail observed for all Cr and
Au containing ions. Fig. 4 compares the intensity decay of Au and Cr ions into the Tyr layer
for bilayers (Au or Cr/Tyr). The horizontal scale is now a depth scale calibrated such as the
Tyr layer thickness is 92 nm for Au and 94 nm for Cr. The Au" ions saturate the detector at
high concentration (dashed line in Fig. 4). Then the signal follows an exponential decay

deeper in the Tyr layer. Assuming that the Au or Cr decay obeys the law:
1(x)=lo exp(-x/dauor cr), Eq. 1.

where /(x) is the secondary ion intensity, /p is a constant, x is the depth and duu or ¢ is the
decay length, which can be measured from depth profiles. From the experiments shown in
Fig. 4., the decay length for Au atoms day = 12 nm, whereas for Cr dc; = 33 nm. Therefore,
Cr atoms appear to be knocked in much more extensively than Au atoms upon the Cs"
impact. The energetic metal atoms penetrating the Tyr layer are atoms in motion in the
deepest part of the collision cascade initiated in the metal layer upon the Cs™ impact. We
therefore performed SRIM?® simulations to roughly estimate if a metal is more injected than
the other. Two layers are considered in the model: a thin metal (Cr or Au) layer on top of a
stoichiometric CoH1NOj layer. Fig. 5 shows the recoil distribution of Cr and Au for a 1 nm
metal overlayer, expressed as an atomic concentration per fluence unit: (atoms/cm?)/(Cs”
ions/cm?). It appears that significantly more Cr atoms are recoiled just below the interface

than Au atoms. It is also the case for 0.5 nm and 1.5 nm simulated metallic layers (not

56



shown). For metallic layers thicker than 2 nm, no Cr or Au atoms are recoiled beyond the
interface, since the layer thickness exceeds that of the collision cascade. Moreover, the
fluence needed to sputter a given depth of Cr is about 3 times larger than for a Au layer, so
that the atomic Cr concentration below the hybrid interface must be about one order of
magnitude higher than the Au concentration. Differences in the depth profiles between Cr and
Au are therefore interpreted by assuming that the Tyr layer is much more affected by beam

injected Cr atoms than by Au atoms.
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Fig. 4. Measurement of the decay length of metallic ions in the tyrosine layer,

for bilayers Au or Cr/Tyr sputtered with 500 eV Cs* ions
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Fig. 5. SRIM simulation of the recoil distribution of Cr and Au for a 1 nm metal overlayer on

tyrosine.
Sputtering yields.

Table 1 shows the differences in sputtering yields observed between Tyr and metals,

depending on whether they are part of the one-layer, two-layer or the three-layer samples.

Sample Tyr S.Y Au S.Y. CrS.Y
(nm?/ion) (nm?/ion) (nm?*/ion)

Single layers 0.28 5.0X107? 1.6 X 107

Bilayer Tyr/Au 0.31

Bilayer Tyr/Cr 0.29

Bilayer Au/Tyr 0.22

Bilayer Cr/Tyr 0.089

Trilayer Tyr/Au/Tyr 1* layer 0.25

Trilayer Tyr/Au/Tyr 2" layer 0.25

Trilayer Tyr/Cr/Tyr 1% layer 0.27

Trilayer Tyr/Cr/Tyr 2" layer 0.082

Table 1. Tyrosine, gold and chromium sputtering vields under a 500 eV Cs™ sputtering.
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4.3 DEPTH PROFILING OF HYBRID OLED STACKS — VALIDATION OF W-PCA AUTOMATED DATA
TREATMENT

Organic materials, which are usually considered as insulators, can behave like semiconductors, or even
like conductors if charges are injected, either by doping with selected ions (I, Br or Cl for example) or
by application of an electrical potential difference across the material. The organic materials can
consist of small organic molecules or intrinsically conductive polymers, such as phthalocyanine (p-type
material) or perylene (n-type).*® These polymers present delocalized electrons in conjugated mt-orbitals
that can have high mobility when the material is doped. The lowest unoccupied molecular orbital
(LUMO) is equivalent to the conduction band in inorganic semiconductors, and the valence band is
replaced by the highest occupied molecular orbital (HOMO). The many benefits provided by these so-
called organic semiconductors i.e. reduced manufacturing costs, flexibility or tunable electrical
properties (depending on the doping level and the voltage value), draw attention from scientists and
industrials.

In most modern devices, these organic semiconductors are combined with inorganic oxides or metallic
electrodes to form multilayers in the nanometer or micrometer range. Given the small dimensions, the
behavior of the devices is governed by interface phenomena. Highlighting them is therefore critical to
develop a clear understanding of how the devices can be improved.

The ability of low energy cesium to maintain a molecular signal with depth, with convenient sputter
rates on both organics and inorganics, and therefore to depth profile efficiently model hybrid samples
promotes the use of ToF-SIMS to study state-of-the-art optoelectronic devices, in order to understand
the degradation mechanisms at the interfaces and improve their performances. A few successful
analyses of applied samples were performed using low energy Cs: for example, degradation

9497 or surface modifications were detected

mechanisms were counteracted in perovskite solar cell
and located in organic thin film transistors (OTFT)*® and memory devices®.

Light Emitting Devices (LEDs) have currently replaced most of the incandescent bulbs but they are also
found in cell phone displays and for signal transmission through optical fibers. A LED is a p-n junction
biased with an electrical potential (Figure 13). The electric field drives the charge carriers to the

junction, where an electron can recombine with a hole, and release energy radiatively by the emission

of a photon. Electrical energy is converted into light.
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Figure 13 - Working principle of a LED. An electrical bias injects electrons in the conduction band of
the n-type material while withdrawing them (thus injecting holes) from the valence band of the p-
type material. A photon is emitted when charge carriers recombine at the junction.

[Source: https://en.wikipedia.org/wiki/Light-emitting_diode]

In organic-LEDs (OLEDs, Figure 14), the inorganic emissive layer is replaced by an organic
semiconductor and is usually combined to a conductive layer in order to favor the charge injection and
avoid charge recombination at the opposite electrode. These two layers are surrounded by the anode,
(usually ITO, that is transparent and conductive), where electrons are withdrawn from the HOMO of
the organic layer, and the cathode (in general aluminum or calcium), where electrons are injected into

the LUMO.'®

Anode Conduction Emissive Cathode
layer layer

LUMO

Figure 14 — Working principle of an OLED. Electrical power is converted into light through the

recombination of hole-electron pairs in the emissive organic layer.
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The paper below presents the study of rather complex OLED structures, as a first attempt to
characterize applied full devices using ToF-SIMS. Therefore, we initiated a collaboration with Dr.
Manuel Auer-Berger and Prof. Emil List-Kratochvil, who provided us with these samples. OLED stacks
are composed of successive polymer layers (up to four layers) deposited on ITO and capped with an
aluminum electrode. Molecular in-depth information can be obtained for each layer, either organic or
inorganic. In addition, it appeared that those challenging OLED multilayers also presented an interest
for our colleagues from the University of Catania (Italy), Prof. Nunzio Tuccitto and Prof. Antonino
Licciardelllo, who developed a PCA-automated procedure to identify the interfaces depths and provide
the characteristic peaks of each layer. More than validating the analysis feasibility, we evaluated the
ability of this unsupervised procedure to provide a reliable characterization of hybrid multilayers. More

details about PCA can be found above, in Section 2.4.
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Abstract

The investigation of interface effects in hybrid organic/inorganic electronic and photonic
devices is a key step for improving their performance and operation stability. Depth profile
analysis by time-of-flight secondary ion mass spectrometry (ToF-SIMS) is a consolidated tool
for the molecular analysis and imaging of thin layers, however, the ion beam conditions need
to be finely tuned in order to analyze hybrid stacks. In this work, low-energy (500 ¢V) Cs" ions
beam is applied to depth profile two full (i.e. including electrodes) organic light-emitting diodes
(OLED) stacks. Results show that characteristic molecular fragments are preserved in these
conditions, however, the non-negligible molecular fragmentation results in the sensible increase
of the mass spectra complexity. In order to simplify the dataset analysis, we have investigated
the application of the wavelet principal component analysis (w-PCA) for data reduction and for

assisting at least the first screening of such complex depth profiles.

1. Introduction
The advent of organic and hybrid electronics, ensuring for practical and cost-efficient
processing on large scale, malleability, transparency, and tunable optical/electrical properties,
has affected a growing number of applications. For light-emitting devices' (LEDs) and organic
solar cells,” the integration of organic materials is mainly limited by their long-term stability
and interface effects.
Organic light-emitting devices (OLEDs) are within the most complex stacks and can combine
above 20 molecular layers for band engineering and improving the injection and radiative
recombination of charge carriers.
The simplest OLED stack is comprised of the transparent anode, conventionally 1TO, a low
work function metal cathode, a hole injecting/transporting organic layer, an emission layer and
an electron injecting/transporting layer, which are typically processed by vapor deposition,
spin-coating or printing methods. During the device processing and operation, thin organic
semiconducting layers can degrade and interface modifications may lead to device failure.?
In this framework, it is urgent to understand the degradation mechanisms to find effective
strategies allowing increasing the device lifetime based on the rational design of improved
materials combinations and device architectures.
Time-of-flight secondary ion mass spectrometry (ToF-SIMS) depth profiling is a powerful tool

to characterize the in-depth molecular composition of interfaced materials stacks and it has been
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already applied to OLED structures*> to monitor interdiffusion, phase segregation and chemical
reactions at the nanoscale. The main advantage of dual-beam ToF-SIMS depth profiling relies
on its 3D molecular imaging capability, detection limit in the part-per-million range, mass
resolution up to m/Am~10000, extreme surface sensitivity (~1 nm sampling depth) and lateral
resolution down to few hundred nanometers.

Alternated soft/hard materials, as for organic/inorganic stacks are particularly difficult to profile
because of the different ion beam sputtering rates. Specifically, large argon clusters (Ar,*, with
n>1000 atoms) are very efficient for profiling organic materials, but can hardly sputter metals
and metal oxides unless the cluster energy is increased above 10-20 keV.%’ In these conditions,
the fragmentation of large organic molecules can no longer be avoided.®

Recently, high energy Ceo sputtering was applied to profile hybrid perovskite solar cells.”
Alternatively, nitric oxide-assisted Cgo sputtering'® or low-energy (200-1000 eV) cesium ion
beam has been shown as a viable solution when looking for a versatile erosion beam, suitable

!, inorganic and hybrid materials stacks.'? !> When using Cs* ion beam to

for profiling organic'
profile hybrid stacks, a certain degree of fragmentation of large organic molecules cannot be
avoided.'®!’

For this reason, to safely separate ion beam induced modifications from intrinsic effects, one
needs to design experiments based on comparative analyses.

Besides this, the increasing complexity of mass spectra due to fragmentation, chemical
modifications, variable sputtering/ionization yields, matrix effects or mass overlaps, can
sensibly increase the data analysis time required to identify characteristic molecular fragments
from each layer. Practically, even when the nominal composition and thickness of the different
layers are known, the operator still has to struggle to unambiguously identify the most relevant
characteristic molecular fragments amongst the hundreds or thousands of peaks when acquiring
high mass-resolution ToF-SIMS.!8

For this reason, developing data reduction/treatment methods is highly desirable to open the
way to "routine" analyses on complex hybrid stacks. In the literature, data manipulation

methods such as gentle-STMS (G-SIMS) have been proposed for simplifying mass spectra,'®2

Recently, a new automated data treatment procedure was proposed for features extraction from
ToF-SIMS depth profiles called wavelet-PCA (w-PCA).2173

This method is based on the application of the wavelet transform to the depth profile raw data
for compression and noise removal. Data are then examined by a standard PCA multivariate

analysis. The w-PCA output provides reconstructed depth-profiles (henceforth pseudoprofiles)
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from the scores values of the most significant principal components (having the highest
explained variance) and reconstructed pseudospectra by computing the inverse-wavelet
transform of the loadings values. In such a way, reliable discrimination of the most statistically
relevant peaks is obtained, based on the study of PCA loadings without any initial user-
dependent interpretation of the original data. A steadfast identification of the different layers
can be obtained by simply analyzing the scores plot.>'?* It is worth noticing that the original
mass resolution of the ToF-SIMS spectrum is preserved after the application of the w-PCA; this
is usually not the case for the direct PCA data treatment method, for which the peak selection,
mass data binning and integration processes would considerably reduce the mass resolution.
In this work, two full OLED structures are profiled using low-energy Cs” sputtering beam; the
identification of characteristic peaks to be displayed in the final depth-profile is firstly derived
"manually" and then by applying w-PCA assisted analysis for the fast identification of the
number of layers, their composition, and some interface effects. The results show an excellent
agreement between the manually selected high-intensity characteristic peaks and the most
statistically relevant molecular fragments, of relatively high-mass (m/z>100 amu), highlighted
from the w-PCA pscudospectra using only the first four principal components.

Overall, the w-PCA analysis is shown as a practical tool to guide the selection of molecular
fragments and the identification of layers and the main interface degradation mechanisms,
however, because of the intrinsic nature of the w-PCA approach, it has some limitations in
highlighting more subtle interface effects or in presence of highly degraded layers for which a

higher number of principal components must be considered.

2. Experimental

2.1 Processing of OLED structures

The two OLED structures considered in this work are displayed in Figure 1. The OLED B
device was fabricated using the standard assembly: ITO/PEDOT:PSS/Poly-TPD:alpha-NPB
(1:1)/BCPO:FlIrpic (6 wt%)/TAZ (50 nm)/Ca/Al. ITO-covered glass substrates were first
cleaned mechanically by acetone and isopropanol, afterward, the substrates were sonicated in
toluene and isopropanol followed by a dry-cleaning step by oxygen plasma. The PEDOT:PSS
layer was spin-coated on the ITO in ambient conditions and dried under dynamic vacuum
according to the specifications, yielding to a 40 nm film. The hole transport layer (HTL) was
prepared by spin coating Poly-TPD (Poly[N,N’-bis(4-butylphenyl)-N,N’-
bisphenylbenzidine):alpha-NPB (N,N'-Di(1-naphthyl)-N,N'-diphenyl-(1,1'-biphenyl)-4,4'-
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diamine) (1:1) from DCM at a concentration of 3 g/L. After spin-coating, the substrates were
baked at 180 °C under high vacuum for 30 min to crosslink the polymer layer and prevent it
from being washed off in the subsequent spin coating process of the emissive material layer
(EML). The EML was made from a solution of BCPO (bis-4-(N-
carbazolyl)phenyl)phenylphosphine oxide) acting as host molecules and 6 wt% Bis(3,5-
difluoro-2-(2-pyridyl)phenyl-(2-carboxypyridyl)iridium(IIl) (Flrpic) acting as a blue-emitting
dopant. Spin-coating parameters were chosen to yield a 50 nm thick layer from a 6 g/L DCM
solution. After spin-coating, the substrates were baked at 110 °C under high vacuum for 30 min
before they were transferred to an evaporation chamber, where 50 nm of (3-(Biphenyl-4-yl)-5-
(4-tert-butylphenyl)-4-phenyl-4H-1,2,4-triazole) TAZ was deposited at a base pressure of 10
mbar. Ca (10 nm) and Al (100 nm) were deposited as cathode materials in an evaporation
chamber under high vacuum (p <10 mbar) through a shadow mask; thus defining multiple

2

devices with a device area of 9 mm* on a single substrate. The OLED A device is a simplified

version of OLED B, where the TAZ and Poly-TPD:alpha-NPB (1:1) layers are absent.

(a) OLED A (b) F 1 — ]
Al OLEDB . . Lt O "
e C 7o Y Y 5

PEDOT.PSS

_ TAZ BCPO:Flrpic PEDOT.PSS

Glass Poly-TPD:alfa-NPB EP

PEDOT:PSS @N \Q\”/Q/ X O

Poly-TPD:alpha-NPB

Figure 1. (a) Schematic view of the two OLEDs stacks. (b) Chemical structure of the respective
organic molecules. The colored boxes indicate the characteristic molecular fragments that have
been selected in the ToF-SIMS depth profile. No characteristic fragment could be identified
from the poly-TPD-alpha-NPB layer.

2.2 ToF-SIMS analysis

ToF-SIMS depth profiles were acquired using a ToF-SIMS IV spectrometer from ION-TOF
GmbH (Miinster, Germany) in non-interlaced mode, alternating 1-frame analysis with Biz"
(energy 25 keV at the ion current of ~0.3 pA, analysis area of 200x200 um? and 10 s of
sputtering with 500 eV Cs" at an ion current of ~30 nA, raster area of 500x500 pm?) witha I s
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pause between the cycles. When the erosion gun was on, the sample surface was flooded using

a defocused low-energy electron beam in order to ensure fast surface charge compensation.

2.3 Wavelet-PCA data treatment

In a dual-beam ToF-SIMS profile, the full mass spectrum from the sputtered crater surface is
obtained at each analytical scan. The ION-TOF instrument used in this work collects the mass
spectrum by splitting the time-of-flight into 50 ps intervals (channels) and storing the counts
per channel in a raw data file with a proprietary format that can be exported to a readable format
file. The procedure is implemented by a script programmed in Python (a registered trademark
of the Python Software Foundation). We applied the PyWavelet library to perform the wavelet
transformation (www.pybytes.com/pywavelets) and Scikit-learn, a machine learning Python-
based library (http://scikit- learn.org) for the PCA of the ToF- SIMS spectra. The dataset matrix
was created by compressing the whole spectrum at each scan. The wavelet transform analysis
uses a mother wavelet function with variable scale. Sharp wavelets are used to approximate the
narrow features, whereas wider wavelets are used for fitting the larger trends of the signal. The
mother wavelet is moved along the signal direction, and it is stretched or compressed until the
best depiction of the signal is found. Numerous wavelet mother functions and several
compression levels were previously investigated for the proper compression of ToF-SIMS
spectra using several parameters to estimate the filtering quality.?® In this study, we selected the
Coiflets 5 mother function and compression /evel 4 to ensure the most accurate filtering quality
based on the root mean square error (RMSE), signal-to-noise ratio (S/N) and the peak area
change. More details about the procedure are reported elsewhere.> The compressed spectra,
acquired at each analytical scan, represent the objects of the matrix, while the variables are the
wavelet compression coefficients. Before the multivariate analysis, the compressed dataset was
mean centered to ensure that the differences in the scores were due to variation around the mean
value and not to the variance of the mean values. Afterward, the score values of the most
important principal components (PC) are reported in plots (pseudoprofiles) as a function of the
sputtering cycle (i.e. of the depth). In these pseudoprofiles, interfaces can simply be identified
at the depths where at least one of the PC scores inverts its sign. In this way, each layer can be
practically identified by its unique "vector" given by the ordered sequence of signs of the PC
scores (PCI1, PC2, etc). In the present work, the selection of 4 PCs, explaining 70% of the
variance, proved to be sufficient for grasping, even in an unsupervised way, the main features
of the investigated hybrid structure, while finer features require a higher value of explained

variance. The pseudospectrum from each layer is then computed by applying the inverse
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wavelet transform on the loadings values of each PC. For the sake of simplicity, in this paper,
we present only the cumulative pseudospectrum for each layer, which has been computed by
summing up the absolute values of the loadings from the four characteristic spectra associated

to each layer.

3. Results and discussion

3.1 Manual identification of the OLED depth profile characteristic peaks.

The two OLED stacks shown in Figure 1 are profiled in a few hours with low-energy (500 eV)
Cs" sputtering beam without any sample preparation. This represents a simplification with
respect to previous works on hybrid stacks, where the metallic electrode had to be removed
mechanically prior to the depth-profile analysis with cluster ion beams,** or where FIB and
ToF-SIMS were combined,or where the co-sputtering with Ar" and Cg" was necessary to
ensure convenient erosion rates.”® Indeed, with low-energy Cs”, the interplay between chemical
and mechanical sputtering ensures convenient sputtering rates on both soft and hard materials.
Interestingly, layer and interfaces are successfully characterized by at least one characteristic
fragment ion (at relatively high-mass) and the layers degradation could be identified and
discussed. Synthetically, Figure 2 shows that both OLED structures are profiled and that well-
defined interfaces are obtained, with two exceptions. The first involves the degradation of about
half of the PEDOT:PSS layer by indium-related species diffusing from the underlying ITO
electrode. The strong mobility of indium ions across organic and inorganic interfaces (reaching
~1 atomic % at the device surface) was previously evidenced by ToF-SIMS and XPS depth
profiles on resistive switching devices.’” Here, 2D reconstructions show a diffuse and

homogeneous In diffusion through the PEDOT:PSS layer.

The second is the absence of a distinguishable interface between the poly-TPD:a-NPB polymer
and the BCPO:FIrpic layer. This effect is explained by the possible intermixing of thin layers
or by the induced degradation due to the sputtering ion beam. Indeed, no characteristic fragment
could be pinpointed from the Poly-TPD:alphaNPB layer. While the relative intensities of
aromatic-based molecular signals slightly change (possibly relying on the addition of signals
from large C,~ clusters), however, the similarities between Poly-TPD:alpha-NPB and BCPO
hinder their discrimination by ToF-SIMS when using low-energy Cs* sputtering.

Besides, in OLED A, the resulting CaO" signal is weak and diffuses into the neighboring layers,

suggesting that the calcium layer was degraded in this device. We ascribe this to the rather long
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Intensity [Counts]

atmosphere and humidity exposure (months) of the sample which may have led to partial

degradation of the layer and the diffusion of Ca species.

A well-known difficulty in analyzing ToF-SIMS depth profiles is to deal with mass overlaps
and matrix effects, which can sensibly influence molecular ionization yields.

For example, the increase of Al-related fragments signals (Al>" and Al>O3") is observed at the
interface with the high oxygen-containing ITO matrix (and similarly for In303°). The CsH7SO3
signals in the B-doped SiO: and silica-related signals (see the SizO7 profile in Figure 2),
interfere with strong organic fragments from the PEDOT:PSS, due to an insufficient mass
resolution.

In OLED A, the Al electrode seems thinner than in OLED B (despite the same nominal
thickness); this is mainly ascribed to the lower Cs* current during the profile, however, it may
also result from defects in the underlying Ca layer which resulted in a lower sticking coefficient
of Al during the electrode deposition. In OLED B, the persisting Al signal (homogeneous on
the analysis area) is ascribed to the diffusion of small Al particles in the underlying Ca layer
whose signal may persist because of the lower erosion rate as compared to the underlying

organic layers.
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Figure 2. Sclected molecular depth profiles obtained on OLED A (a) and OLED B (b). The

characteristic molecular ions are schematically shown in Figure 1.

3.2 w-PCA assisted data treatment of depth profiles

OLED A4
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Subsequently, the same raw data files are examined with the w-PCA in order to compare this
automated treatment with the previous manual procedure. The w-PCA data treatment allows
obtaining a reliable identification of the most statistically-relevant mass peaks from each layer,
without any mass data binning, peak finding and integration or any operator-dependent
interpretation of the original dataset.

Each seclected peak should fulfill the following guidelines: (i) it should appear in the
corresponding pseudospectrum with a high loading; (ii) it must have a convenient intensity in
the original spectrum (i.e. it should be intense enough for allowing the reconstruction of clear
cross-sections or z-integrated XY images, but must not be affected by detector saturation as for
the most intense signals); (iii) it should have no substantial mass overlap.

The application of the above criteria has led to the selection of identical characteristic mass

fragments than the profiles displayed in Figure 2.

The scores plot obtained for the OLED A depth profile, showing the four first PC scores values
(PC1-4) as a function of the number of sputtering cycles (10 s erosion with 500 eV Cs™), is
reported in Figure 3. This procedure allows identifying five out of the six layers that were

expected in OLED A and the “splitting” of layer 3 due to indium contamination.
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Figure 3. w-PCA pseudoprofile from OLED A. The scores plots derived from PCI1-4 allow
distinguishing five (out of six) layers and their pseudospectra can be successively generated.
The vertical dashed lines indicate the location of interfaces as marked by the score sign

inversion in at least one PC.

The mean-centered scores dataset allows discriminating the different layers, namely, the change
in the score sign marks the transition between layers with different compositions. From the
loadings plot, one can then directly reconstruct the most probable mass pattern from the specific
portion of the depth profile. In particular, the uppermost layer (layer 1) is characterized by all
positive PC scores signs ([PCI1, PC2, PC3, PC4] = [+,+,+,1]). As described in section 2, the
pseudospectrum associated to the first layer is generated from the loading values of each PC by
selecting all variables (m/z) having positive loadings in all first 4 PCs. As shown in Figure 4,
the procedure unambiguously indicates that layer 1 corresponds to the aluminum electrode, as
indicated by the sequence of Aly clusters and the weaker AlOx-related peaks. The generated
pseudospectra cannot be directly compared to the experimental spectrum from the layer
(reconstructed by integrating over the specific sputtering time interval) because the peak
intensities are affected by the probability of a peak to belong to this specific layer.

Similarly, layer 2 is identified by the scores vector [+,-,-,-] associated with the pseudospectrum
shown in Figure 5. Layer 2 is clearly an organic layer; in particular, by looking at high-mass
peaks, peaks at m/z=166 m/z=193 were selected and ascribed to the characteristic fragments

C12HsN™ and Ir", which identify the BCPO and Flrpic molecules.
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Figure 4. Pseudospectrum of layer 1 generated from [+,+,+,+] PC scores.
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It is worth noticing that matrix effects, interface roughness and interdiffusion may result in a
complex (non-linear) variation of the ToF-SIMS peaks intensities at the interfaces; since the
PCA is based on the linear combination of the PC scores, so, without an implementation of the
analysis, this intrinsically limits the accuracy in identifying the exact interface position.

Based on the stack structure, below the aluminum layer we would expect the calcium one;
however due to the previously discussed degradation and therefore, the lack of well-defined
interfaces, the number of PCs has to be increased up to PC8 to identify this diffused layer
straddling between the aluminum and BCPO:Flrpic layers (see Supporting Information Figure
S11).

The pseudospectrum of layer 3a (PEDOT:PSS, Figure 5) is identified by the scores vector [+,-
,-+] showing high-intensity peaks at m/z=183 (characteristic from PSS, CsH7SOs") and at
m/z=80 (characteristic from PEDOT, C4S°). Here, the indium contamination of the layer is
evidenced by the different scores values of the layer 3a ([+,-,-,+]) and 3b ([+,+,-,+]). Following
to layer 4 (ITO layer, Figure S1a in Supporting Information), the generated pseudospectrum
features the high-intensity and high-mass signal at m/z=393 ascribed to In3O03" fragment.
Layer 5 (scores vector [-,-,-,%]) corresponds to the boron-implanted SiOx overlayer and was
identified by the signal at m/z=11 ascribed to ''B" (Figure S1b).

Finally, the glass substrate (layer 6) was identified by the mass peak at m/z=196 ascribed to the

Si307 fragment (see Figure S1c¢ in Supporting Information).
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from m/z 160 to 200 u and layer 3B corresponding to the indium contaminated PEDOT:PSS

interface.

Concerning the procedure, it is worth noticing that the discrimination between adjacent peaks
characterized by a marked tail overlap can be considerably simplified using pseudospectra. For
example, the Ir” signal at m/z 193 could be distinguished from the background signal and
correctly assigned to layer 2 despite its very low intensity (the depth-integrated peak intensity
is only ~1000 counts) and the overlap with the tail of the SiO>Cs™ peak appearing when the
profile reaches the glass substrate. This allows evidencing the presence of the photoactive

Iridium complex in the BCPO layer.

OLED B

The identical procedure was applied to the OLED B profile. The w-PCA scores plot, showing
the mean-centered four first PC values along the depth profile, is shown in Figure 6.
Interestingly, thanks to the presence of well-defined interfaces the linear combinations of the

four first scores signs are sufficient to identify all the different layers in this complex stack,
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except for Poly-TPD, for which no fragment could be identified even using a higher number of
PCs. The inversion of the score sign of PC5 at ~7700 s sputtering time (Figure S9) suggests
the presence of an interface, however, nor the analysis of the loadings in the wavelet-PCA nor
the profile of the weak Ir- signal could unambiguously help identify the Poly-TPD:alphaNPB
layer.

As for OLED A, we generate the characteristic mass pseudospectra from each identified layer
(Figure S2-S8 in Supporting Information). Remarkably, high-mass and high-loading
characteristic molecular fragments could be identified in the pseudospectra from each layer.
For layer 1A and 1B, corresponding to the Al electrode with an oxidation layer on the top, we
selected the peak at m/z=>54, corresponding to the Al>” peak.

In the OLED B profile, the calcium layer is clearly identified by the peak at m/z=56,
corresponding to the CaO™ fragment. For layer 3 ([-,-,-,*], TAZ) the high mass peak at m/z=336

is selected and associated with the C24H20N;™ fragment.

For layer 4 ([+,-,-,-], BCPO:FlIrpic) the peak at m/z=166, corresponding to the Ci2HsN

fragment is selected (the Ir- signal could not be selected because of a strong mass overlap).

For layer 5 ([+,+,+,1], PEDOT:PSS) the peak at m/z=183, corresponding to the CsH7SO3
fragment and finally for layer 6 (ITO) and layer 7 (glass substrate) we have selected the same
fragments as for OLED A.

Interestingly, the PEDOT:PSS layer does not result in a sharp interface in the score plots from
neither OLED A (layer 3 in Figure 3) nor OLED B (layer 5 in Figure 6). The PC scores of the
PEDOT:PSS layer feature a relatively smooth rise and fall profile which could be explained
either by high interface roughness, defects (i.e. holes) or by the presence of a composition
gradient made by the diffusion of indium species. Recently, depth profile analysis has shown
that the diffusion of indium oxide species from the ITO could degrade the PEDOT:PSS layer.?®
30 Based on the low roughness of the ITO, as evidenced by the abrupt profile of the In;O5
fragment along the YZ cross section reconstruction (see Figure S10), we ascribe the broad
PEDOT:PSS profile to its partial degradation by indium species rather than ion beam induced

roughening or other profile-related artifacts.
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4. Summary

In conclusion, two OLEDs stacks have been profiled using low-energy (500 eV) Cs” sputtering
beam and the depth profiles datasets are analyzed manually and by the w-PCA assisted
procedure. The capability of low-energy monatomic Cs” to preserve characteristic molecular
signals is demonstrated, with the advantage of having convenient (and similar) erosion rates on
soft (organic) and hard (inorganic) materials. Despite this, a certain complexity is associated
with the manual identification of the most relevant ions to characterize layers and interface or
degradation effects because of the presence of ion beam induced fragmentation of organic
molecules, matrix effects, and mass overlaps. To mitigate this complexity and assist and speed
up the analysis process, we applied w-PCA data treatment. This processing is useful to extract

key information to save time and avoid missing characteristic fragments or interface effects
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during the complex data analysis of such OLED structures.

The w-PCA has shown real potential in the prescreening of such a complex dataset and for
guiding the selection of the most representative and meaningful characteristic peaks, including
those “hidden” behind mass overlaps, useful for the reconstruction of the “standard” depth
profiles or 3D images. Compared to the bare PCA, the w-PCA approach allows avoiding some
preliminary time-consuming tasks such as peak finding, integration, and mass binning.
Moreover, results show that a few PC scores (4 in our examples) have to be considered to
identify the main layers in such challenging profiles. The demonstrated approach is successful
in evidencing interface effects such as layers degradation, diffusion of species and intermixing,
which could be of critical interest for guiding the rational selection of improved materials or
processing conditions for achieving long-term stability.

On the other hand, it is nonetheless important to precise that the operator has to carefully look
to higher PCs scores to identify shallow layers (resulting from degradation or intermixing
effects). The totally unsupervised analysis of unknown samples is not realistic in these
conditions, making the benefit brought by the automated procedure less distinct.

Despite this active role of the operator, the coupling of ToF-SIMS depth profiling with low-
energy Cs" and w-PCA data treatment results in a practical methodology to investigate complex

hybrid organic/inorganic electronic and photonic devices.
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Figure S1. Pseudospectrum reconstruction of the ToF-SIMS profile on OLED A: (a) layer 4

(ITO) from m/z 0 to 750 u; (b) layer 5 (boron-implanted glass) from m/z 0 to 600 u; (c) layer
6 (glass substrate) from m/z 0 to 600 u.
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Figure S6. Pseudospectra from layer 5 (PEDOT:PSS) from OLED B. The layer 5B

corresponds to the indium degraded interface.
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Figure S9. Scores plot from the fifth principal component (PC5) values obtained for the

OLED B. It highlights the presence of an interface at about 770 sputter cycles (7700 s).
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Figure S10. ToF-SIMS YZ cross-section reconstruction, showing a flat interface between
ITO and PEDOT:PSS. The green layer stands for PEDOT:PSS (CgH7SO3), the red layer for

ITO (In303°) and the blue layer for glass substrate (SizOs’)
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Figure S11. Scores plot from the eight first principal components obtained for the OLED A.

It highlights the presence of the diffusing Ca layer (third segment from the left).

86



4.4 DEPTH PROFILING OF HYBRID PEROVSKITE LAYERS AND SOLAR CELLS — CONDITIONS

OPTIMIZATION

After conclusive results about the ability of cesium to extract molecular information from hybrid
applied samples, we wanted to extend our expertise to state-of-the-art devices, in order to answer
issues at the forefront of technological development. This has been made possible through a
collaboration with the group of Prof. Aldo di Carlo, at the C.H.O.S.E. Laboratory in Rome. In particular,
they provided us with new-generation perovskites solar cells, on which Cs* bombardment could
unambiguously highlight degradation features and refine their processing design'®l. We compared the
performances of reference solar cells and engineered ones, in which graphene nanoflakes and 2H-
MoS; layer were added at the interfaces. Gold and iodine diffusions could be avoided in the engineered
device, leading to better preservation of the perovskite layer and therefore better retention of the
Power Conversion Efficiency (PCE). More details can be found in the scientific paper added in the
Annex Il.

However, despite excellent results on hybrid optoelectronic devices, a grey area remains regarding the
influence of cesium ions on the final depth profile, yet an essential aspect to discriminate between
“real” degradation pathways and irradiation-induced damage. Following discussions in conferences
and scientific meetings, we had the intuition that using small clusters at high energy could combine
convenient sputtering yields in inorganic layers while maintaining a sufficiently low fragmentation rate
on organics. On organic photovoltaic heterojunctions, Mouhib et al. already demonstrated the
superiority of 10 keV Ari700" over 500 eV Cs*. In our case, however, the presence of a metallic electrode
in the full device portends the necessity to increase the energy per atom, either by increasing the total
energy or decreasing the size, whereas Mouhib advised against increasing the energy per atom over 6
eV/at.

The ideal conditions to achieve high-quality depth profiles were assessed on a state-of-the-art
perovskite layer and a full solar cell (i.e. including the metallic electrode) using Cs*, monoatomic Ar*,
and Ar,* cluster ions, for different energies and cluster sizes. Depth-profiles obtained with Ar-GCIB
were acquired on an SPM-SIMS combined tool at IMEC (Leuven), with the collaboration of Dr. Valentina
Spampinato and Dr. Alexis Franquet. The best results were obtained with 500 eV Cs* and 20 keV Arsgo".
When using argon clusters, high energies per atom are required in order to avoid preferential
sputtering of organic fragments and damage accumulation, as exposed in the article below. But first,
let us briefly recall the working principle of a solar cell and contextualize the enthusiasm surrounding

perovskites.
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As opposed to LEDs, in solar cells, a light-harvesting active layer absorbs light from the sun to generate
hole-electron pairs. The carriers are then separated and transported to the electrodes, where a voltage
is generated, delivering enough power to supply electrical devices (Figure 15). Generally, a solar cell is
composed of a light absorber, in which charge recombination should be avoided. This layer is
surrounded by charge carrier transport layers, which ensure the injection of the holes to the cathode
(usually metallic) and the electrons to the anode (usually a transparent oxide), respectively. The role

of these two electrodes is to maintain a good carrier extraction.

Anode p-type layer n-type layer Cathode

Figure 15 — Schematic representation of an organic solar cell. In contrast to LEDs, the absorption of a
photon can generate an electron-hole pair in the optically active layer. Charges are then transported

to the cathode and anode, where they take part in the current.

The light-harvesting layer traditionally consists in an inorganic semiconductor, in general silicon.
However, like for OLEDs, this material can be replaced by an inexpensive organic layer. More recently,
hybrid perovskites absorber crystals have emerged. With their high absorption coefficient enabling
ultrathin films of around 500 nm to absorb the complete visible solar spectrum and diffusion lengths
for both holes and electrons of over one micrometer.%?,1% they open the perspective of foldable,
lightweight solar panels, with low-cost deposition techniques.

Perovskites are intrinsically hybrid crystals with a structure ABX; (see Figure 16), where A stands for
cations (cesium, methylammonium denoted MA, formamidinium denoted FA and/or rubidium), B
stands for metals in a 2+ valence state (lead and/or tin) and X is for negatively charged halides (chlorine,
iodine and/or bromine).2** Mixing A, B and X constituents allows the band gap to be tuned from 1.15
eV to 3.06 eV, leading to the high complexity of the materials.

It is worth noticing that the complexity brings high efficiency but impedes the stability, and vice-versa.
For example, single-cation perovskites present high yields but are also highly unstable under

temperature or humidity conditions. The advent of triple cations structures enables reproducible films
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deposition that is less sensitive to the processing parameters. A stabilized efficiency exceeding 22%
was reached under these conditions.'®

v CH3;NH,, CH(NH,),, Ru and/or Cs

Sn and/or Pb

0— +» 1, Cl and/or Br

Figure 16 — Structure of a triple cations perovskite.

Recently, efforts have been made to increase efficiency while improving stability. Some quadruple
cations perovskites showed an efficiency of 21.6% during 500 hours!®. This requires a rationally
designed architecture, the selection of stable materials, along with an optimized deposition process.
Again, this is made possible by the in-depth detection of the aging effects since the performances were

shown to strongly depend on the interfaces.?
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Abstract: Ion beam depth profiling is increasingly used to investigate layers and interfaces in complex
multilayered devices, including solar cells. This approach is particularly challenging on hybrid perovskite
layers and perovskite solar cells because of the presence of organic/inorganic interfaces requiring the
fine optimization of the sputtering beam conditions. The ion beam sputtering must ensure a viable
sputtering rate on hard inorganic materials while limiting the chemical (fragmentation), compositional
(preferential sputtering) or topographical (roughening and intermixing) modifications on soft organic
layers. In this work, model (Csx(MAg17FAq83)100—xPP(lng3Bro17)3/c1i0; /Glass) samples and full
mesoscopic perovskite solar cells are profiled using low-energy (500 and 1000 eV) monatomic beams
(Ar* and Cs™) and variable-size argon clusters (Ar,*, 75 < n < 4000) with energy up to 20 keV. The ion
beam conditions are optimized by systematically comparing the sputtering rates and the surface
modifications associated with each sputtering beam. X-ray photoelectron spectroscopy, time-of-flight
secondary ion mass spectrometry, and in-situ scanning probe microscopy are combined to characterize
the interfaces and evidence sputtering-related artifacts. Within monatomic beams, 500 eV Cs* results
in the most intense and stable ToF-SIMS molecular profiles, almost material-independent sputtering
rates and sharp interfaces. Large argon clusters (n > 500) with insufficient energy (E < 10 keV) result
in the preferential sputtering of organic molecules and are highly ineffective to sputter small metal
clusters (Pb and Au), which tend to artificially accumulate during the depth profile. This is not
the case for the optimized cluster ions having a few hundred argon atoms (300 < 1 < 500) and an
energy-per-atom value of at least 20 eV. In these conditions, we obtain (i) the low fragmentation of
organic molecules, (if) convenient erosion rates on soft and hard layers (but still different), and (iii)
constant molecular profiles in the perovskite layer, i.e., no accumulation of damages.

Keywords: depth profiling; Perovskite solar cells; Argon GCIB; XPS; ToF-SIMS; Low-energy Cesium;
hybrid materials
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1. Introduction

Most modern electronic and photonic devices are made of complex hybrid (organic, inorganic)
thin film stacks in which ion migrations and interface effects are known to play a dominant role on
the device performance and stability. This is particularly true for hybrid perovskite solar cells (PSCs)
which are characterized by increasingly sophisticated chemical composition. The chemical engineering
of hybrid perovskites has brought complex formulations involving multiple cations (formamidinium,
methylammonium, cesium, [1] rubidium [2] and potassium [3]) and mixed anions (iodine and bromine)
which have contributed to the spectacular rise of PSCs power conversion efficiency (PCE), which now
exceeds 23.5% [3-5]. Moreover, state-of-the-art PSCs have demonstrated a considerably improved
stability as compared to perovskites based on CH;NH;PblI; formula. In particular, hybrid perovskite
absorbers with formula (FACs;_Pbl3)p s5(MAPbBr3)g 15 have reached an efficiency exceeding 22%
(PCE) [5] and prolonged stability thanks to the presence of inorganic atomic cations (Cs*) which are
believed to promote the uniform growth of large monolithic perovskite grains showing a considerably
lower dependence from the processing conditions [1].

Despite the undeniable progress in the device stability (above 10000 h with 2D /3D perovskites [6]
or with CuSCN/rGQ/Au counter electrode [7]), the intrinsic and extrinsic aging mechanisms in hybrid
perovskites are still insufficiently understood, and structure-to-performance studies in operated solar
cells are rare. Recently, depth profile analyses combining X-Ray photoelectron spectroscopy (XPS)
and time of flight secondary ion mass spectrometry (ToF-SIMS) have been successfully applied to
investigate aging and failure mechanisms in organic solar cells [8], PSCs [9], and perovskite-based
mesoscopic Light-Emitting Diodes (LEDs) [10]. Aging effects in solar cells were investigated by
comparing pristine and operated cells after prolonged exposure to light, humidity or oxygen [9,11].
While XPS provides a quantitative chemical surface analysis with moderate sensitivity (accuracy
of 1 atomic% and a detection limit of typically 0.1 at%), the ToF-SIMS analysis provides for a
semi-quantitative 3D molecular analysis with higher lateral resolution (1 um vs. a few hundred
pum in XPS) and a more accurate depth resolution (1 nm) and detection limit (~ppm).

For hybrid perovskites, depth profile analysis was applied to investigate the diffusion of atomic
and molecular species, the thin layers composition vs. depth, and the perovskite back-conversion into
lead iodide or other chemical modifications of layers and interfaces. The objectives of these studies
are to rationally optimize the processing conditions and methodology and to investigate interface
engineering or aging mechanisms [12,13]. The main limitation of depth profile analysis is related to the
ion beam sputtering process, during which energetic impinging ions can introduce artifacts such as the
diffusion of small ions by surface charging, [14] intermixing, reduction of metal oxides by preferential
sputtering and fragmentation of organic molecules or surface roughening. While ion beam induced
modifications cannot be fully avoided, the nature of the sputtering (and analysis) ions and their energy
and fluence should be limited to prevent artifacts coming from the accumulation of damages during
the profile [15-17].

Gas cluster ion beams (GCIBs) and in particular Ar,™ clusters, with size (n) typically ranging
from few hundred to few thousand atoms, are the preferred choice to achieve high erosion rates and
preserve the molecular composition of soft materials [18]. The advantage of GCIBs sputtering relies on
the possible combination of high-energy clusters (E up to 40 keV) and low energy-per-atom values
(E/n ~ few eV). The cluster collision is followed by its disaggregation and the release of its energy to
the material surface. Molecular dynamics simulations on cluster collisions have shown that, despite
the high sputtering rates, the impact of large argon clusters (n > 1000) on organic layers is associated
with a weak penetration of Ar atoms, i.e., a restrained in-depth damaging of the material [19,20].

Meanwhile, GCIBs are well-known to be inefficient in sputtering inorganic layers, at least for
energies below 20 keV. This feature has considerably limited their applicability in profiling hybrid
stacks. Argon GCIBs resulted in ripples formation on silicon [21,22] and gold [23] surfaces and in the
reduction of InAs [24], as shown by XPS analysis. A possible strategy to profile inorganic materials
with GCIBs is to increase the E/n value by reducing the cluster size, however, this has been relatively
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poorly investigated until now, and guidelines are still controversial [22,25,26]. On the one hand,
by lowering the cluster energy (E or E/n), one would expect to reduce the ion beam induced mixing
and thus improve the depth resolution. On the other hand, lowering the cluster energy would result
in the lowering of the sputtering rate (profile duration), possibly resulting in the roughening and/or
in the accumulation of damages during the profile (induced by both the analysis and the sputtering
beam) [27-30]. For model hybrid samples (Irganox) and biological samples, increasing the cluster
energy up to 40 keV was shown as beneficial to improve the molecular signals intensities and the
lateral resolution [31].

Alternatively, hybrid materials can be sputtered using low-energy (<1 keV) monatomic ion beams
(Ar*, Cs*, Op%, etc.). In particular, a low-energy Cs™ beam has been widely applied in ToF-SIMS
profiles of hybrid stacks thanks to (i) its ability to sputter organic and inorganic materials at similar
rates by the combined chemical-mechanical sputtering, (ii) the ability of implanted Cs atoms to increase
the negative ionization yield of molecular species, and (iii) the ability of Cs atoms to react with radicals
formed during the sputtering and limit chemical modifications or crosslinking effects [32]. In this
context, for intrinsically hybrid perovskite layers, or for PSCs stacks, combining inorganic (metal and
conductive oxides contacts), intrinsically hybrid, and organic layers (as charge carriers extraction
layers), it is particularly complicated to predict the best depth profile conditions. Furthermore,
systematic studies comparing the surface modifications induced by GCIBs and low-energy monatomic
beams are rare.

In this work, we profile hybrid samples based on state-of-the-art triple cation perovskites with
nominal composition (FA,Csj_.Pbl3)g g5(MAPbBrs)g 15 deposited on (flat, compact) c-TiO; (referred as
model samples) and full mesoscopic solar cells with the stack composition shown in Figure 1. The ion
sputtering conditions are varied from low-energy monatomic beams (Ar* and Cs™) to variable-size
Arp* clusters (100 < n < 4000) ions in the wide energy-per-atom range (from a few eV-100 eV).
The methodology consists of combining ToF-SIMS and XPS depth profiles to identify the ion beam
induced modifications on the model hybrid samples, and successively, the best conditions are applied
to profile the mesoscopic PSCs. Results show that low-energy Cs* sputtering allows the user to
quickly profile hybrid materials without inducing the accumulation of modifications, while for argon
clusters, the most efficient sputtering conditions correspond to a few hundred atoms clusters with
energy-per-atom values above 20 eV. Below this energy, the direct comparison between the depth
profiles shows that argon GCIBs are inefficient to sputter metal aggregates (Au, Pb), which leads to
their artificial accumulation during the profile.

./(;HaNHa‘(MA') ™~
$  CH(NH,)," (FA"), \ lon beam
: Cs O . . O o
Tio, &) —— @
MODEL SAMPLE
Pb*2 Sputter
® ® &y ® depth

GOLD ® B G;iﬁi .

spiro-OMeTAD IRV | Damece

.

Cs,(MAg 17FAg 53)100-+PD(l0.83Br0.17)3

MESOSCOPIC PSC

Figure 1. Hybrid perovskite sample schemes and stack composition. The strategy is to identify
the best sputtering beam conditions on a model sample and then apply them to profile mesoscopic
perovskite solar cells. The basic requirement to avoid the accumulation of damage is that, for each
sputtering /analysis cycle, the sputtered depth, as defined in the right scheme, must exceed half of the
damage depth induced by the sputtering and the analysis beams.
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2. Materials and Methods

2.1. The Fabrication of Model Perovskite/TiO2 Samples

Patterned fluorine-doped tin oxide (FTO) coated glasses were cleaned in an ultrasonic bath with
acetone and 2-propanol, then a compact TiO; (cTiO;) blocking layer was deposited by spray pyrolysis
from a solution of acetylacetone (2 mL), titanium diisepropoxide (3 mL), and ethanol (45 mL) at
460 °C. The triple cation perovskite layer Csx(MAg 17FA(83)100-xPb(Ips3Bro17)3 was deposited on
¢-TiO; following the one-step antisolvent deposition method in a nitrogen-filled glovebox. Organic
cations were purchased from Dyesol, lead compounds were purchased from TCI Chemicals, and Csl
from abcr GmbH (Karlsruhe, Germany). The precursor perovskite solution was prepared by dissolving,
with the molar ratio suggested in Reference [1], the mixture of lead iodide (Pbl,), lead bromide (PbBr»),
methylammonium bromide (MABr), formamidinium iodide (FAI) and cesium iodide (CsI) in a solvent
mixture of anhydrous N,N-dimethylformamide (DMF) and dimethylsulfoxide (DMSQO) in a 3:1 volume
ratio. The perovskite precursor solution was spin-coated on the TiO; substrate in a two-step program
at 1000 and 5000 rpm for 10 and 30 s, respectively. During the second step, 200 uL of chlorobenzene
was poured on the spinning substrate 7 s prior to the end of the program. Immediately after spin
coating the substrates were annealed at 100 °C for 1 h in a nitrogen-filled glovebox. Glass-sealed
samples were sent for the analysis.

2.2. Fabrication of Mesoscopic Perouskite Solar Cells

Glass substrates coated with the patterned FTO and the compact TiO;, layer were coated with a
thin mesoporous TiO, (mTiOy) film (~150 nm) by spin coating a TiO; paste (Dyesol 30 NR-D paste
diluted in ethanol 1:5 in wt.) at 3000 rpm for 20 s, followed by sintering at 460 °C for 30 min in air.
The perovskite layer was then deposited on the mesoscopic TiO; as described in the model samples.
Then, the spiro-OMeTAD (73.5 g-L*1 in chlorobenzene solution doped with TBP (26.7 uL-mL—1Y),
LiTFSI (16.6 uL.-mL~1), and a Cobalt(IlT) FK209 complex (7.2 uL-mL~!) were sequentially deposited
by spin coating at 2000 rpm for 20 s in a glovebox system. Finally, the ~100 nm thick gold counter
electrode was deposited by the high-vacuum thermal evaporation through a shadow mask defining an
active area of 0.1 cm?. The solar cells were encapsulated with a glass lid before being sent for analysis.

2.3. XPS Depth Profile Analysis

The XPS depth profile analysis was performed on an ESCALAB 250Xi spectrometer by Thermo
Scientific equipped with monatomic Ar* and Ar,* GCIB source (MAGCIS) allowing to select the cluster
size from # =75 to n = 2000 and the cluster energy up to 8 keV. Because of the rapid sputtering rate decay,
the cluster energy was not lowered below 6 keV. In particular, the systematic study presented in this
work refers to the maximum available energy of 8 keV. Typically, the monatomic beam intensity is the
few pA range while for clusters it is ~10 nA. Solar cells were stored in dark conditions under vacuum
before the analysis and were analyzed by alternating ion sputtering and XPS analysis performed in the
scan mode. Both survey and high-resolution scans were acquired at each profile step, especially to
monitor Pb 4f and I 3d spectra. The XPS spectrometer is equipped with a monochromatic Al Ko X-ray
beam with a spot size set at 200 um and the sputtering beam raster area was set to 1 mm to ensure
that the analysis was safely performed at the center of the crater. A dual beam flood gun was used
for charge compensation. The surface atomic percentages (at.%) were evaluated from survey scans
acquired at each profile step and chemical analysis was performed on high-resolution spectra fitted
with a Shirley-type background using Avantage®© software.

2.4. ToF-SIMS Depth Profile Analysis

ToF-5IMS depth profiles were acquired in non-interlaced mode with the analysis area of 100 x 100 pm?
and the raster area of 250 x 250 pm?. The profiles with monatomic beams were performed on a
ToF-SIMS IV instrument, equipped with a 25 keV Bis* analysis beam, while profiles with Ar,* clusters
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were collected on a ToF-SIMS V instrument equipped with a 30 keV Biz* analysis beam and combined
with in-situ AFM (IONTOF GmbH Miinster, Germany). The ToF-5IMS sputtering beam conditions
are reported in Table 1. Because of the relatively wide cluster size distribution (as shown in Figure 2),
we avoided selecting cluster sizes below 500 atoms. Specifically, the cluster size and energy were
varied in the range 500 < n < 4000 and 5 < E < 20 keV, corresponding to the energy-per-atom range
2.5eV <E/n <40 eV (see Table 1). A flood gun was used for surface charge compensation and most of
the profiles were acquired in both positive and negative polarities. However, only results obtained in
negative polarity mode have been exploited because of the higher intensity of characteristic molecular
ions signals.

Table 1. Ion beam sputtering conditions: Cluster size, energy, energy-per-atom, and typical current
values in ToF-SIMS depth profiles.

Sputtering Beam  E (keV) E/n(eV)  Ion Current (nA)

Al‘4000+ 10 25 1
Aryo0* 10, 20 10,20 05
Arsgot 510,20  10,20,40 0.5
Art 05,1 / ~100
Cs* 0.5,1 / 35,75
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Figure 2. Size distribution (1) of Ar,* clusters on the IONTOF V ToF-SIMS spectrometer at (a) constant
nominal size (1 = 500 as indicated by the vertical line) and variable cluster energy (5 < E < 20 keV),
and (b) fixed energy (E = 10 keV) and variable nominal cluster size (500 < n < 4000).

3. Results and Discussion

3.1. Depth Profiles on Model Perovskite/TiO, Samples

Ion beam induced modifications are first checked on model triple cation perovskite thin films with
nominal composition Csx(MAg17FAq.83)100—xPb(Ip.83Brg.17)3/¢TiO, /Glass. The most representative
XPS depth profiles showing the peak area variation of 1 3d, Pb 4f, O 1s, and Cs 3d spectra as a function
of the sputtering time are displayed in Figure 3.

A previously reported, XPS depth profile analysis of CH3NH;3Pbl; perovskite solar cells with
monatomic beams evidenced the presence of two chemical components in the Pb 4f spectrum. One was
ascribed to metallic lead (Pb°, with Pb 4f;,, component at ~137 eV binding energy) and the other
to lead in the perovskite (Pb*?, with Pb 4f;/» component at ~139 V) [9]. While the origin of such
non-negligible Pb? content is still controversial, profiles in Figure 3d—f show that the Pb” content
increases with the sputtering time (depth) and it is clearly affected by the ion beam conditions. Namely,
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when sputtering with Ar,* clusters, the Pb® component quickly exceeds 50% of the total Pb 4f peak
area, while it represents less than 30% of the total Pb 4f area when sputtering with 1 keV Ar* beam.
The lead reduction may possibly occur (i) because of the segregation of Pb excess during the perovskite
crystallization, leading to the formation of nanoscale Pb? particles, or (ii) it may form following the
exposure to the X-Rays and/or the ion beam during the depth profile. In both cases, if the Pb? was
entirely formed during the depth profile, one would expect a progressive modification of the perovskite
surface composition, and possibly, an increase of the I/Pb*? ratio (because of the reduction of Pb*? to
PbY). This is not observed, as for almost each ion beam condition, the Pb? increase is associated with a
stable or slowly decreasing I/Pb*? ratio (see Figure 3d-f). We conclude that the Pb? is already present
in the perovskite layer, however, its content is artificially enhanced by the argon GCIB sputtering
because of the slower sputtering of Pb?, which tends to accumulate at the sample surface during
the profile.

This explains why the I/Pb ratio (where Pb=Pb%+Pb*?) decreases faster when profiling with
argon clusters with respect to monatomic beams. The Arsgp* beam results in the most stable I/Pb*?
ratio (~2.3, Figure 3f), with a value close to the expected value (the nominal value being I/Pb = 2.5);
we conclude that this condition ensures the lowest modification of the perovskite surface composition
and the non-accumulation of damages during the profile.

Perovskite ! TiOz Perovskite I TiOz Perovskite / TiOz
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Figure 3. XPS depth profiles acquired on Perovskite/cTiO2 model samples obtained with (a,d)
monoatomic Art at 1 keV; (b,e) Arys™ clusters at 8 keV; and (cf) Arsgpt clusters at 8 keV. Bottom
panels show atomic percent ratios between iodide and lead which are present in two different chemical
states (Pb? and Pb*? from the perovskite). Bottom panels refer to the perovskite layer highlighted in
the top panels for which the upper limit corresponds to the O 1s signal {from cTiO,) reaching 70% of

its plateau value.

Additional information on the effect of the ion beam sputtering on intrinsically-hybrid perovskites
is derived from ToF-SIMS profiles on model samples. The perovskite composition is monitored from the
profiles of intense and characteristic molecular ion fragments, including Pbls~, CHsNH;zI3~ (MAIL; ™),
CH5N,I;~ (FAL, ™), CN™ and I,”. The molecular profiles obtained with low-energy monatomic
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sputtering beams (Ar* and Cs*) are displayed in Figure 4. Compared to Ar*, (Figure 4a,d and
Figure S1), Cs* profiles (Figure 4b—f) result in clearly less-variable and more intense molecular signals.
The signal enhancement is related to the surface implantation of Cs atoms which increase the ionization
yield of the negatively-charged sputtered ions [33,34]. To evaluate and compare the ion beam induced
modifications between the different sputtering conditions, we have selected two ratio indicators for
the fragmentation of organic molecules (CN~/FAI, ) and the preferential sputtering of inorganic
species with respect to organic ones (Pblz;~ /CN™).

Generally, flat molecular profiles (signals or ratios) would indicate that the ion beam induced
modifications do not accumulate during the profile. The 500 eV Cs* sputtering results in the least-variable
indicator profiles and ensures the high sputtering rate (~2.5 nm/s) in the perovskite layer. Monatomic
Ar* results in highest sputtering rate but also in more variable intensity ratios as compared to Cs*
(Figure 4d). Moreover, with respect to Ar*, the fragmentation indicator value is roughly halved with
Cs™ sputtering, possibly because of the increase of the ionization yield of the FAI,™ fragment.
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Figure 4. ToF-SIMS depth profiles acquired on Perovskite/cTiO, model samples obtained with
monoatomic beams. (a,d): Ar* at 1 keV; (b,e): Cs* at 500 eV; (¢f): Cs* at 1 keV. Bottom panels
show a selected indicator for the preferential sputtering of inorganic/organic species (Pblz ~ /CN ™) and
an indicator for molecular fragmentation (CN ™~ /FAI, ) in the highlighted perovskite region, i.e., before
the rise of cTiO; ~ signal. Constant profiles indicate the non-accumulation of damages.

ToF-SIMS depth profiles on model hybrid samples have been carried with variable-size argon
clusters (Ar,*) with energy from 5 to 20 keV. At a constant energy of E = 10 keV, the cluster size sensibly
impacts the sputtering rate; in particular, the sputtering rate obtained on the hybrid perovskite layer
is ~1 nm/s with Arsp* (Figure 5), ~0.3 nm/s with Arjggp*, and ~0.15 nm /s with Arypg* (Figure S2).
At energies above 10 keV, the argon cluster size has a modest impact on the fragmentation indicator
(see Figure S2¢,d, and Figure 5e), while the preferential sputtering of organic molecules increases
dramatically when increasing the cluster size above n = 1000 (Figure S2c,d).

Based on these results, the optimum argon cluster size is found to be a few hundred atoms (1 = 500).
For this size (Arsgy™), we systematically investigated the effect of the cluster energy (Figure 5). At5 keV
(E/n = 10 eV), the Arsgy™ sputter rate is only ~0.12 nm/s, the perovskite/cTiO; interface is broad,
and molecular signals tend to decrease during the profile. In these conditions, the positive surface
charging generated by the ion sputtering could possibly promote the migration of negatively charged
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ion species to the crater surface. This phenomenon can explain the progressive iodine decrease during
the profile (Figure 5a,b), however, it does not apply to Br™ signal, which rather tends to accumulate
toward the bottom interface during long profiles. We conclude that the charging-related ion migration
is ruled by the specific ion mobility into the perovskite [35].

With the 20 keV Arsyy™ beam, the cTiO; interface is reached after only 100 s, corresponding to a
sputtering rate of the perovskite material of ~5 nm/s, as confirmed by the AFM profile of the crater
region acquired in-situ, showing a 200 nm depth after 40 s sputtering (see Figure S3 in Supporting
Information). The 20 keV Arsyt profile features constant molecular ions (and indicators) profiles in the
whole perovskite layer depth (Figure 5f), indicating that ion beam induced damages do not accumulate
during the profile and no preferential sputtering occurs on the different perovskite constituents.
Moreover, the fragmentation indicator value is halved with respect to monatomic Ar* (Figure 4d),
and the Br~ signal does not increase at the perovskite /cTiO; interface.

(a) Perovskite /| TiO2 (b) Perovskite  /  TiOz (c) Perovskits [ TiO2
e —
P Pbl,
Pbla 100k 3 100k
s b 5 <
3 3 3 10k
2 2 @
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] 1004
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T T — T \_- T T =2y = T T T = T
0 1k 2k 3k 4k 5k 6k 0 300 600 s00 0 100 200
Sputtering time (s), Ar:Uu 5 keV Sputtering time (s), A’:.:.n 10 keV Sputtering time (s), Ar:nD 20 keV
(d)- 800 (e). f) - 600
= = * =
50 EM=10 . E/n=20 A 304 E/N=40
Pbl/CN” 450 m Laso
-+~ - -
- "ﬁ CNIFAL o CNIFAL,|
20 v 2 ta 204\ —a[300
300
“.,..b"“"“o". *%ee
o 150
° 150 104/Pbl,/CN 10 ﬂIBICN
—
1 T T T T U ! . . . . . ko T T T T
0 400 800 1200 1600 2000 0 50 100 150 200 280 300 0 20 40 60 80
Sputtering time (s) Sputtering time (s) Sputtering time (s)

Figure 5. ToF-SIMS depth profiles acquired on Perovskite/cTiO; model samples with constant argon
cluster size (n = 500) and variable energy. Constant profiles indicate the non-accumulation of damages
during the profile. (a,d): E =5 keV (E/n =10 eV); (b,e): E=10keV (E/n =20 eV); (¢ f): E=20keV (E/n =
40 eV). Bottom panels show that (i) a higher preferential sputtering of organic molecules occurs at
low cluster energy (Pbl3"/CN- ratios) and (i7) a lower fragmentation of organic molecules occurs with
20 keV Arsgp* beam (CN™/FAIy").

The effect of the sputtering beam on the hybrid perovskite surface was further investigated
by acquiring in-situ AFM topography images inside the crater region during the profile (Figure 6).
The initial topography of the perovskite layer features um-sized monolithic perovskite grains (Figure 54
in Supporting Information). Clearly, the sputtering affects the surface topography; specifically,
while argon clusters with n = 1000 and E/n = 10 eV (see Figure 6a and the corresponding profile
in Figure 52) tend to preserve the initial morphology and grains are still recognizable in Figure 6a,
argon clusters with smaller size (1 = 500) or higher energy (E/n = 40 eV) progressively deform the
surface topography (Figure 6b,c). The progressive amorphization of the crater surface is confirmed by
the lowering of the surface roughness and the disappearance of the grain edges for the crater obtained
with Arsg™ at E/n = 40 eV (Figure 6¢).
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Figure 6. In-situ AFM images acquired in the sputtered crater after 250 s (~210 nm depth) of Arjgge*
sputtering at 10 keV (a), 750 s (~160 nm depth) of Arsyy* sputtering at 5 keV (b), and 40 s (~220 nm
depth) of Arsp* sputtering at 20 keV (c¢). Monolithic perovskite grains are still visible in (a) and
progressively disappear in (c).

In a simplified view, we can sum up that for argon clusters sizes above n = 1000 or cluster energies
below 10 keV (or E/n < 20 eV), the sputtering rate drops and the molecular signals profiles (and their
intensity ratios) tend to artificially evolve with the sputtering time. This result agrees with XPS depth
profiles showing that large clusters do not efficiently sputter metallic lead. Overall, ToF-SIMS profiles
on model samples indicate that the most efficient sources to profile hybrid perovskite are low-energy
Cs™ or argon clusters of a few hundred atoms with energy above 10 keV. These conditions ensure high
sputtering rates (few nm/s) and rather constant molecular profiles. In these conditions, the defects
induced by both the analysis and the sputtering beams are efficiently removed during the subsequent
erosion cycle.

3.2. Depth Profiles on Full Perovskite Solar Cells

The optimum depth profile conditions resulting from the analysis of model samples have been
applied to mesoscopic PSCs with structure Au/spiro-OMeTAD /(FAxCs_«Pbls)pg5(MAPbBr3)g.15/
m-TiO; /cTiO; /FTO/Glass (Figure 1). Since the maximum cluster energy available on our XPS
spectrometer is 8 keV and in order to reduce the profile duration, the top Au electrode and part of the
spiro-OMeTAD layer were previously sputtered with the 1 keV Ar* beam, and after that, the ion source
was switched to the cluster mode (at 8 keV). XPS profiles obtained with Ar* (1 keV), Arys* and Arspy™
are shown in Figure 7. For Arzs*, despite the high energy-per-atom value (E/1~100 eV), the sputtering
rate is only ~0.1 nm/s, and the I/Pb ratio decreases similarly to the Arsgy* profile. This suggests that
the sputtering of Pb particles is also rather ineffective with small clusters, as confirmed by the rather
slow decay of the residual Au signal (Figure 7b).

In the explored energy range, argon clusters result in the Pb?/Pb ratio quickly exceeding 50%;
this explains the fast decay of I/Pb. However, the constant I/Pb*? ratio observed for the cluster
profiles indicate that surface modifications of the perovskite stoichiometry do not accumulate during
the profile. The I/Pb*? value in the perovskite layer is closer to the nominal value 2.5 with Arsgo*
sputtering, while a lower iodine content (I/Pb*?~2) is measured at the perovskite surface is with Ar*
and Arys* (the XPS analysis refers to the first 10 nm depth).

ToF-SIMS depth profiles obtained on full mesoscopic PSCs are shown in Figure 8. For 1 keV
Ar"* sputtering (Figure 8a), the Au and spiro-OMeTAD layers are efficiently profiled in only ~500 s.
The monatomic argon profile results in well-defined interfaces, suggesting a rather low intermixing or
roughening at hybrid interfaces. However, signals from organic molecular fragments are rather weak
(FAL, ™), suggesting a high degree of fragmentation in the top surface.
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Figure 7. XPS depth profiles acquired on PSCs obtained with (a,d) monoatomic Ar* at 1 keV, (b,e}
Args* clusters at 8 keV, and (¢,f) Arsop* clusters at 8 keV. Bottom panels show atomic percent rations
between iodide and lead which are present in two different chemical states (metallic Pb® and Pb*? from
the perovskite) in the perovskite area. The perovskite layer limits are roughly identified by the rise of

the iodine and oxygen signals.

For 500 eV Cs™ sputtering (Figure 8b), the PSC profile shows sharp interfaces and more intense
organic and inorganic molecular signals thanks to the enhanced negative ionization promoted by Cs
atoms implantation. Finally, for 20 keV Arsyy* (Figure 8c), on the one hand, the sputtering time to
profile the top Au electrode is about ten times higher (~2000 s) with respect to 1 keV Ar*. On the
other hand, the sputtering of the perovskite layer and the m-TiO; are much more efficient, resulting in
sharp interfaces. The rather slow drop of the Auz™ signal at the Au/spiro-OMeTAD interface confirms
the inefficient sputtering of small metal particles; this fact is of interest when investigating the gold

diffusion in aged devices.
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Figure 8. ToF-SIMS depth profiles of PSCs with (a) 1 keV Ar™*, (b) 500 eV Cs™, and (c) 20 keV Arsgp™.

4, Conclusions

Model triple-cation perovskite thin layers and mesoscopic PSCs are depth profiled with different
sputtering ion beam conditions including low-energy monatomic ion beams (Ar* and Cs*) to
argon GCIBs at different sizes (1) and energies (E, E/n). For each condition, the main ion beam
induced modifications are assessed by evaluating the fragmentation, preferential sputtering, chemical
modifications, and the interface sharpness (roughness). Overall, sufficiently high erosion rates (nm/s)
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are found to be beneficial in preventing the accumulation of damages and in limiting the total ion dose
during the profile (from the analysis and sputtering beams in ToF-SIMS).

Compared to low-energy Ar*, Arsyy™ clusters allow us to sensibly reduce the fragmentation of
organic molecules thanks to the lower energy-per-atom and the lower implantation depth. However,
non-optimized cluster beams result in the preferential sputtering of organic molecules and are
inefficient on metals, in particular for the sputtering of small metal clusters (Au, Pb?). This limitation
can be attenuated by choosing few-hundred-atoms clusters and by increasing the energy above 10 keV.
In the explored range, the best conditions to profile hybrid perovskites are with 500 eV Cs* and Arsgo*
at 20 keV. In these conditions, we obtain extremely stable ToF-SIMS molecular profiles, stable ratio
indicators, and high sputtering rates (few nm/s). In ToF-SIMS profiles, low-energy Cs* sputtering
sensibly increases the negative ionization yields.

While Ar* provides for highest sputtering rate, XPS depth profiles have shown that the surface
stoichiometry of the perovskite (I/Pb*?) is slightly altered by the Ar* beam, which also strongly
reduces the Ti atoms from TiO; by the preferential sputtering of oxygen. The best conditions have been
successfully applied to depth profile PSCs, resulting in well-defined interfaces and intense molecular
signals. These results are believed to be helpful in guiding the choice of the sputtering beam conditions
in a wider range of hybrid materials.

Supplementary Materials: The following are available online at http:/ /www.mdpi.com/1996-1944/12/5/726 /51,
Figure S1: ToF-SIMS depth profiles acquired on Perovskite/cTiO2 model samples obtained with 500 eV Ar™
beam. The bottom panel (b) refers to the perovskite region and indicate (i) a preferential sputtering of inorganic
species (PbI3~ /CN ™ ratio) and (ii) a slowly increasing fragmentation of organic molecules (CN~ /FAI2™ curve),
Figure 52: ToF-SIMS depth profiles acquired on Perovskite/cTiO2 model samples obtained with large cluster
beams. Constant profiles indicate the non-accumulation of damages. (a, c) Ar4000™ at 10 keV (E/n = 2.5 eV). (b, d)
AT1000™ at 10 keV (E/n = 10 eV). Bottom panels refer to the perovskite region and indicate (i) a higher preferential
sputtering of organic species with n = 4000 clusters (PbI3~ /CN™ ratios) and (ii) a similar fragmentation of organic
molecules (CN~ /FAI2™ curves), Figure S3: AFM profile of the crater region (grey region) after 40 s of sputtering
with Ar500" beam at 20 keV. The crater depth is ~200 nm which corresponds to the sputtering yield of ~5 nm/s,
Figure S4: AFM image of the pristine perovskite layer before the sputtering.

Author Contributions: Conceptualization and methodology, C.N., A.E, and Y.B.; depth profile analysis, C.N.,
VS., AF, and Y.B; samples, S.P, A.A. and A.d.C ; original draft preparation, C.N.; writing—review and editing,
all authors; supervision, Y.B.

Funding: The access to the TOF-SIMS/ AFM instrument was financially supported by the HERCULES foundation.
Part of this project has received funding from the European Union’s Horizon 2020 research and innovation
program under both Grant Agreement No.688225 and Grant agreement No 785219—GrapheneCore2.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Saliba, M.; Matsui, T.; Seo, ].-Y.; Domanski, K.; Correa-Baena, J.-P.; Nazeeruddin, M.K.; Zakeeruddin, S.M.;
Tress, W.; Abate, A.; Hagfeldt, A.; et al. Cesium-Containing Triple Cation Perovskite Solar Cells: Improved
Stability, Reproducibility and High Efficiency. Energy Environ. Sci. 2016, 9, 1989-1997. [CrossRef] [PubMed]

2. Saliba, M.; Matsui, T.; Domanski, K.; Seo, ].-Y.; Ummadisingu, A.; Zakeeruddin, S.M.; Correa-Baena, J.-F.;
Tress, W.R.; Abate, A.; Hagfeldt, A_; et al. Incorporation of Rubidium Cations into Perovskite Solar Cells
Improves Photovoltaic Performance. Science 2016, 354, 206-209. [CrossRef] [PubMed]

3. Abdi-Jalebi, M.; Andaji-Garmaroudi, Z.; Cacovich, S.; Stavrakas, C.; Philippe, B.; Richter, ].M.; Alsari, M.;
Booker, E.P; Hutter, EM.; Pearson, A.]; et al. Maximizing and Stabilizing Luminescence from Halide
Perovskites with Potassium Passivation. Nature 2018, 555, 497-501. [CrossRef] [PubMed]

4. Singh, T; Miyasaka, T. Stabilizing the Efficiency Beyond 20% with a Mixed Cation Perovskite Solar Cell
Fabricated in Ambient Air under Controlled Humidity. Adv. Enerqy Mater. 2018, 8, 1700677. [CrossRef]

5. Yang, W.S,; Park, B.-W,; Jung, E.H.; Jeon, N.J,; Kim, Y.C,; Lee, D.U,; Shin, S.S.; Seo, ].; Kim, EX.; Noh, . H.; et al.
Todide Management in Formamidinium-Lead-Halide-Based Perovskite Layers for Efficient Solar Cells.
Science 2017, 356, 1376-1379. [CrossRef] [PubMed]

6. Lira-Cantu, M. Perovskite Solar Cells: Stability Lies at Interfaces. Nat. Energy 2017, 2, 17115. [CrossRef]

100



Materials 2019, 12, 726 12 0f 13

10.

11.

12,

13.

14.

15.

1e.

17.

18.

19.

20.

21.

22,

23.

24.

25.

26.

Arora, N.; Dar, M.I; Hinderhofer, A.; Pellet, N.; Schreibet, E; Zakeeruddin, S.M.; Gritzel, M. Perovskite Solar
Cells with CuSCN Hole Extraction Layers Yield Stabilized Efficiencies Greater than 20%. Science 2017, 358,
768-771. [CrossRef] [PubMed]

Agresti, A.; Pescetelli, S.; Busby, Y.; Aernouts, T. Thermally Induced Fullerene Domain Coarsening Process
in Organic Solar Cells. IEEE Trans. Electron Devices 2019, 66, 678-688. [CrossRef]

Busby, Y.; Agresti, A,; Pescetelli, S.; Di Carlo, A.; Noel, C.; Pireaux, J.-J.; Houssiau, L. Aging Effects in
Interface-Engineered Perovskite Solar Cells with 2D Nanomaterials: A Depth Profile Analysis. Mater. Today
Energy 2018, 9, 1-10. [CrossRef]

Palma, A.L.; Cina, L.; Busby, Y.; Marsella, A.; Agresti, A.; Pescetelli, S.; Pireaux, ].-].; Di Carlo, A. Mesoscopic
Perovskite Light-Emitting Diodes. ACS Appl. Mater. Interfaces 2016, 8, 26989-26997. [CrossRef] [PubMed]
Christians, J.A.; Schulz, P.; Tinkham, J.S.; Schloemer, T.H.; Harvey, S.P; Tremolet de Villers, B.].; Sellinger, A,;
Berry, J.J.; Luther, ] M. Tailored Interfaces of Unencapsulated Perovskite Solar Cells for >1,000 Hour
Operational Stability. Nat. Energy 2018, 3, 68-74. [CrossRef]

Ralaiarisoa, M.; Busby, Y.; Frisch, ].; Salzmann, L; Pireaux, ].-].; Koch, N. Correlation of Annealing Time with
Crystal Structure, Composition, and Electronic Properties of CH3NH3Pbl;_ (Clyx Mixed-Halide Perovskite
Films. Phys. Chem. Chem. Phys. 2017, 19, 23-25. [CrossRef] [PubMed]

Matteocci, F; Busby, Y.; Pireaux, J.-J.; Divitini, G.; Cacovich, S.; Ducati, C.; Di Carlo, A. Interface and
Composition Analysis on Perovskite Solar Cells. ACS Appl. Mater. Interfaces 2015, 7, 26176-26183. [CrossRef]
[PubMed]

Wang, Z.; Liu, B.; Zhao, EW; Jin, K.; Du, Y; Neeway, ].].; Ryan, ].V.; Hu, D.; Zhang, K.H.L.; Hong, M.; et al.
Argon Cluster Sputtering Source for ToF-SIMS Depth Profiling of Insulating Materials: High Sputter Rate
and Accurate Interfacial Information. J. Am. Soc. Mass Spectron. 2015, 26, 1283-1290. [CrossRef] [PubMed]
Rabbani, S.; Barber, A.M.; Fletcher, ].S.; Lockyer, N.P,; Vickerman, ].C. TOF-SIMS with Argon Gas Cluster Ion
Beams: A Comparison with Cgot. Anal. Chem. 2011, 83, 3793-3800. [CrossRef] [PubMed]

Ninomiya, S.; Ichiki, K.; Yamada, H.; Nakata, Y.; Seki, T.; Aoki, T.; Matsuo, J. Molecular Depth Profiling of
Multilayer Structures of Organic Semiconductor Materials by Secondary Ion Mass Spectrometry with Large
Argon Cluster Ton Beams. Rapid Commun. Mass Spectrom. 2009, 23, 3264-3268. [CrossRef] [PubMed]
Brison, J.; Muramoto, S.; Castner, D.G. ToF-SIMS Depth Profiling of Organic Films: A Comparison between
Single-Beam and Dual-Beam Analysis. J. Phys. Chem. C 2010, 114, 5565-5573. [CrossRef] [PubMed]
Postawa, Z. Sputtering Simulations of Organic Overlayers on Metal Substrates by Monoatomic and Clusters
Projectiles. Appl. Surf. Sci. 2004, 231-232, 22-28. [CrossRef]

Aoki, T. Molecular Dynamics Simulations of Cluster Impacts on Solid Targets: Implantation, Surface
Modification, and Sputtering. J. Comput. Electron. 2014, 13, 108-121. [CrossRef]

Delcorte, A.; Moshkunov, K.; Debongnie, M. Relationships between Crater and Sputtered Material
Characteristics in Large Gas Cluster Sputtering of Polymers: Results from Molecular Dynamics Simulations.
J. Vac. Sci. Technol. B Nanotechnol. Microelectron. Mater. Process. Meas. Phenom. 2018, 36, 03F109. [CrossRef]
Lozano, O.; Chen, Q.Y,; Tilakaratne, B.P.; Seo, H.W.; Wang, X.M.; Wadekar, P.V.; Chinta, P.V.,; Tu, LW.; Ho, N.].;
Wijesundera, D.; et al. Evolution of Nanoripples on Silicon by Gas Cluster-lon Irradiation. AIP Adv. 2013,
3, 062107. [CrossRef]

Conard, T.; Fleischmann, C.; Havelund, R.; Franquet, A.; Poleunis, C.; Delcorte, A.; Vandervorst, W. Inorganic
Material Profiling Using Ar n + Cluster: Can We Achieve High Quality Profiles? Appl. Surf. Sci. 2018, 444,
633-641. [CrossRef]

Tilakaratne, B.; Chen, Q.; Chu, W.-K. Self-Assembled Gold Nano-Ripple Formation by Gas Cluster lon Beam
Bombardment. Materials 2017, 10, 1056. [CrossRef] [PubMed]

Barlow, A.J.; Portoles, ].E.; Cumpson, P.J. Observed Damage during Argon Gas Cluster Depth Profiles of
Compound Semiconductors. J. Appl. Phys. 2014, 116, 054908. [CrossRef]

Fleischmann, C.; Conard, T.; Havelund, R.; Franquet, A.; Poleunis, C.; Voroshazi, E.; Delcorte, A,;
Vandervorst, W. Fundamental Aspects of Ar n + SIMS Profiling of Common Organic Semiconductors:
Organic Depth Profiling. Surf. Interface Anal. 2014, 46, 54-57. [CrossRef]

Czerwinski, B.; Delcorte, A. Molecular Dynamics Study of Fullerite Cross-Linking under KeV C 60 and Arn
Cluster Bombardment. |. Phys. Chem. C 2013, 117, 3595-3604. [CrossRef]

101



Materials 2019, 12, 726 13 0of 13

27;

28.

29.

30.

31.

32.

33.

34.

35.

Tuccitto, N.; Bombace, A.; Torrisi, A.; Licciardello, A. Effect of Sputtering Yield Changes on the Depth
Resolution in Cluster Beam Depth-Profiling of Polymers. . Vac. Sci. Technol. B Nanotechnol. Microelectron.
Mater. Process. Meas. Phenom. 2018, 36, 03F124. [CrossRef]

Smith, E.E; Counsell, ].D.P,; Bailey, ].; Sharp, ].S.; Alexander, M.R.; Shard, A.G.; Scurr, D.J. Sample Rotation
Improves Gas Cluster Sputter Depth Profiling of Polymers. Surf. Interface Anal. 2017, 49, 953-959. [CrossRef]
Ellsworth, A.A.; Young, C.N.; Stickle, W.F.; Walker, A.V. New Horizons in Sputter Depth Profiling Inorganics
with Giant Gas Cluster Sources: Niobium Oxide Thin Films. Surf. Interface Anal. 2017, 49, 991-999. [CrossRef]
Niehuis, E.; Mollers, R.; Rading, D.; Cramer, H.-G.; Kersting, R. Analysis of Organic Multilayers and 3D
Structures Using Ar Cluster lons. Surf. Interface Anal. 2013, 45, 158-162. [CrossRef]

Angerer, T.B.; Blenkinsopp, P; Fletcher, ].S. High Energy Gas Cluster Ions for Organic and Biological Analysis
by Time-of-Flight Secondary Ion Mass Spectrometry. Int. |. Mass Spectrom. 2015, 377, 591-598. [CrossRef]
Houssiau, L.; Mine, N. Molecular Depth Profiling with Reactive Ions, or Why Chemistry Matters in
Sputtering. Surf. Interface Anal. 2011, 43, 146-150. [CrossRef]

Wehbe, N.; Pireaux, J.-J.; Houssiau, L. XPS Evidence for Negative Ion Formation in SIMS Depth Profiling of
Organic Material with Cesium. J. Phys. Chem. C 2014, 118, 26613-26620. [CrossRef]

Noel, C.; Houssiau, L. Hybrid Organic/Inorganic Materials Depth Profiling Using Low Energy Cesium Ions.
J. Am. Soc. Mass Spectrom. 2016, 27, 908-916. [CrossRef] [PubMed]

Eames, C.; Frost, ].M.; Barnes, P.R.F.; O'Regan, B.C.; Walsh, A.; Islam, M.S. Ionic Transport in Hybrid Lead
lodide Perovskite Solar Cells. Nat. Commun. 2015, 6, 7497. [CrossRef] [PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http:/ /creativecommons.org/licenses /by /4.0/).

102



Supporting Information

Hybrid perovskites depth profiling with variable-size
argon clusters and monatomic ions beams

Céline Noél ', Sara Pescetelli 2, Antonio Agresti 2, Alexis Franquet 3, Valentina Spampinato 3,
Alexandre Felten ¢, Aldo di Carlo 2, Laurent Houssiau ' and Yan Busby '~

! Laboratoire Interdisciplinaire de Spectroscopie Electronique, Namur Institute of Structured Matter,
University of Namur, 5000 Namur, Belgium; celine.noel@unamur.be (C.N.); laurent.houssiau@unamur.be
(L.H.)

C.H.O.S.E. - Centre for Hybrid and Organic Solar Energy, Department of Electronic Engineering, University
of Rome Tor Vergata, 00133 Rome, Italy; pescetel@uniromaz2.it (S.P.); antonio.agresti@uniroma2.it (A.A.);
aldo.dicarlo@uniroma?2.it (A.C.)

3 IMEC, 3000 Leuven, Belgium; Alexis.Franquet@imec.be (A.F.); Valentina.Spampinato@imec.be (V.S.)

4 SIAM platform, University of Namur, 5000 Namur, Belgium; alexandre.felten@unamur.be (A.F.)

* Correspondence: busbyan@gmail.com

N~

(a Perovskite / TiO2
100k I—

10k4 |

ToF-SIMS Intensity (Counts)

.'r-u--"'\' s I
0 100 200 300
Sputtering time (s), Ar” 500 eV

450
oo }J
20 4
300
CNIFALL[
159 <
- - - 150
PbI3/CN
10 I I I 1 I 0
0 20 40 60 80 100 120

Sputtering time (s), Art 500 eV

Figure S1. ToF-SIMS depth profiles acquired on Perovskite/cTiOz model samples obtained with 500 eV
Ar* beam. The bottom panel (b) refers to the perovskite region and indicate (i) a preferential sputtering
of inorganic species (Pbl;/CN- ratio) and (ii) a slowly increasing fragmentation of organic molecules
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Figure S2. ToF-SIMS depth profiles acquired on Perovskite/cTiO2 model samples obtained with large
cluster beams. Constant profiles indicate the non-accumulation of damages. (a, ¢) Ar4000+ at 10 keV
(Em=2.5 eV). (b, d) Ar1000+ at 10 keV (En=10 eV). Bottom panels refer to the perovskite region and
indicate (i) a higher preferential sputtering of organic species with n=4000 clusters (PbI3-/CN- ratios) and

(ii) a similar fragmentation of organic molecules (CN-/FAI2- curves).
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Figure S4. AFM image of the pristine perovskite layer before the sputtering.
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5 CONCLUSION AND PERSPECTIVES

The development of modern optoelectronic devices such as solar cells and OLEDs requires to
fabricate more and more complex hybrid organic/inorganic multilayers. Their macroscopic device
behavior is governed by nanoscale phenomena taking place in layers and interfaces, which are
increasingly more complex and numerous. In order to improve the device performance, there is an
urgent need for better identifying in-depth degradation mechanisms to propose rational solutions.
For this purpose, ToF-SIMS is a suitable analysis technique, providing the 3D molecular distribution of
both organic and inorganic materials, with unprecedented depth and lateral resolutions. Nonetheless,
while primary ions based on large clusters, and in particular Ar GCIBs, have shown their ability to
preserve intense and fairly intact molecular signals, and to provide high sputtering yields on organic
materials, the erosion rate can be unfortunately reduced up to three orders of magnitude for inorganic
thin layers. Such a high differential sputtering effect leads to the generation of artifacts during the
study of hybrid samples: practically, it can lead to induced roughness, inorganic atoms injection inside
the soft material, increasing fragmentation of organic semiconductors, preferential sputtering of the
organic fragments, etc.

In order to ensure a more reliable identification of the intrinsic materials alterations affecting the
devices performances and stability, one should carefully select the experimental parameters in order
to limit the beam-induced modifications during depth profile analysis.

The dual beam operation mode, allowing for individually optimizing the erosion beam and analysis
beam conditions is advisable to obtain good profiles since both guns can significantly influence the
final depth profile accuracy. From the obtained results we can identify best-practice recommendations

for both ion beams.

(i) Choice of the erosion beam conditions

Large Ar," clusters (n>1000 atoms) are identified as the best choice for organic thin layers. As
it was previously demonstrated in many studies, they provide high rates, while preserving the
chemical structure of fragile organic (and possibly biological) materials. The possibility of
varying both the energy (few keV to tens of keV) and size (from ~100 to 2000 atoms) of Ar-
GCIB makes it a very versatile source; however, the results will critically depend on this
complex energy/size selection. Namely, to profile inorganic materials, the cluster size should
be kept below ~300 atoms and the energy above 10 keV.

Alternately, to Ar GCIBs, we explore the ability of low-energy cesium sputter source to depth

profile hybrid multilayers. Cs allows avoiding difficult sample pre-treatments (such as electrode
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removal) and changing the ion beam parameter during the full stack analysis. In model
Tyr/gold/Tyr hybrid multilayers, the amino acid layer sputtering yield is found to be unchanged
before and after crossing the metal layer; furthermore, the ratio between the two sputtering
yields is moderate (5.5). This ratio sensibly increases (17) when gold is replaced by chromium.
When profiling the Tyr/Cr/Tyr structure, the Tyr sputtering yield is reduced by a factor of three
after crossing the inorganic layer. Moreover, in both organic and hybrid model samples, a
depth resolution as high as 4 nm is measured.

The fragmentation by Cs beam sometimes hinders the differentiation between too similar
organic molecules, as it was shown for Poly-TPD and BCPO:FIrpic. In order to limit that effect,
| would recommend not increasing the Cs ion beam energy above 1 keV when profiling organic
layers. This is in agreement with previous (unsuccessful) attempts to depth profile conductive
polymers using 2 keV Cs* (J.-P. Barnes group at CEA).}°” The Cs beam ensures high-intensity
molecular signals thanks to the increase of the negative ionization probability. This allowed
using cesium sputtering to profile a broad range of applied materials, to identify defects in
next-generation perovskite solar cells.

ToF-SIMS depth profiling with low-energy Cs was applied to investigate, in a comparative way,
solar aged Interface-engineered PSCs. For the study of such complex hybrid materials, 20 keV
Arsoo* clusters resulted also as suitable sputtering conditions. The relatively high energy-per-
atom value in small-size energetic Ar clusters allows to have similar erosion rates on hard and
soft materials and to prevent damage accumulation during the profile. These properties are

also achieved with monatomic Cs beam thanks to its peculiar chemical reactivity.

(i) Choice of the analysis beam conditions

In parallel to the erosion beam, the analysis beam also influences dramatically the quality of
the depth profile. This was attributed to its high energy (25-30 keV) compared to the erosion
beam (~1 keV), despite the fact that the involved currents are much lower. Therefore, if an
accurate identification of molecular signals is required, the relative fluence should be kept as
low as possible by reducing the number of frames, reducing the Bi current, increasing the
analysis raster size and increasing the sputtering time per cycle.

On amino acids delta layers, the depth resolution increased by ~20 % (~1 nm) when halving
the bismuth fluence. In addition, the results were significantly improved when replacing Ga*
primary ion with Bi*, and even more with Bis*, testifying the importance of the primary ion
species. The vast majority of modern instruments exploit Bi analysis source since these ions
proved their superiority over the previously used Ga sources. The size of the small cluster Bi,*

should be selected considering the trade-off between the current (increasing the count rate)
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and the penetration depth (damage rate). For example, compared to Bi*, Bis* ions provide
higher molecular intensities on organic layers, however, the signal from elemental traces in

inorganic bulks is lower because of the lower current.

On the perspectives, for amino acid delta layers, or on model hybrid multilayers, | would carry a
systematic study of the influence of the energy, size or raster size associated with the analysis beam.
This would give an insight on the ultimate depth resolution that can be achieved using cesium
sputtering ions when the fluence of the analysis gun is kept to a minimum.

It would also be important to further challenge the capacities of ToF-SIMS by considering an even
higher level of device complexity; for example, polymers could be replaced by biological films, that are
more sensitive to fragmentation and for which high-mass ions identification is usually required. This
might possibly tilt the balance in favor of Ar clusters. The imaging capability of different ion sources,
and in particular the final lateral resolution should be also investigated more in-depth by realizing
model samples with controlled buried 3D features.

To our knowledge, no systematic comparison of Cs, Ar clusters and Ceo Were performed on state-of-
the-art solar cells so far. This would allow refining the recommendations regarding the best conditions
for the accurate in-depth characterization of those devices. Such experiments are being conducted in

collaboration with IMEC.
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Investigation of Cs surface layer formation

In Cs-SIMS with TOF-MEIS and SIMS
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In this report, cesium surface layers formed by Cs* ion bombardment on Silicon and Phenylalanine (Phe)
samples were analyzed by TOF-MEIS and ToF-SIMS. Si wafers were bombarded with 500 eV Cs* ions,
then were subsequently bombarded with 5 different Cs* fluences corresponding to the transient and
equilibrium regimes. The Phe layers were evaporated on Si wafers, up to 100 nm thickness. The samples
were subsequently bombarded at 4 different fluences. For Phe, TOF-MEIS shows the formation of a
sharp Cs surface layer of ~0.5 nm thickness, on which the peak height increases with Cs* ion
bombardment and a long Cs tail builds up, penetrating deep into the subsurface. For Si, a similar Cs
surface peak forms but it saturates quickly compared to Phe.

*corresponding authors

Keywords: ToF-MEIS, MEIS, ToF-SIMS, SIMS, Cesium, depth profiling, silicon, phenylalanine
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1. Introduction

Low energy cesium has been applied in SIMS for decades to depth profile inorganics [1], such as
semiconductors, mainly owing to the strong negative ionization enhancement produced by the surface
or implanted Cs atoms. More recently, very low energy (<500 eV) Cs* has been applied successfully on
a ToF-SIMS instrument on organic samples (polymers and organic solids) [2,3], on which molecular
information is largely preserved, along with a high negative ion yield. In both cases, the amount of Cs
that is actually left at the surface and its depth distribution, or internal depth profile, are key parameters
to better understand SIMS depth profiles. The fast change in Cs surface concentration in the very
beginning of depth profiles is also useful to assess ion signal changes in the transient regime.

Several groups have attempted to measure the Cs surface concentration on Silicon surfaces, by means
of XPS [4,5], AES [6], RBS [4] and MEIS [7], in situ or ex situ. There is however a large scattering in
the published data, probably due to differing experimental conditions (energy, incidence, polarity,
extraction field), so that it is hard to draw a general conclusion out of published data. In this study, we
have used ToF-MEIS to probe the internal Cs depth profile in Si at the steady state, but also in the
transient phase, which has not been published before. The internal profile was also measured, for the
first time, on an organic layer (Phenylalanine).

2. Experimental

Two types of materials were loaded with cesium: one naturally oxidized SiO/Si(100) surface and a 100
nm layer of Phenylalanine (Phe) evaporated onto a (100) silicon wafer. The Si samples were then
sputtered at the University of Namur with 500 eV Cs* ions at a 45° incidence in a ToF-SIMS IV
instrument from ION-TOF GmbH (Munster, Germany), with a 28.9 nA beam current within a (500 x
500) um? raster size, for 5 different sputtering times (2, 4, 6, 10 and 20 s) corresponding to ion fluences
ranging from 1.5x10% ions.cm to 1.5x10% ions.cm. The Phe samples were sputtered with a 28.2 nA,
500 eV Cs* beam, within a (500 x 500) um?2 raster size, for 6, 20, 60 and 400 s, corresponding to ion
fluences ranging from 4.2x10** ions.cm™ to 2.8x10%® ions.cm. No extraction field was applied during
the sputtering phase to limit Cs redeposition [8]. The Cs loaded samples were subsequently transferred
ex-situ to the DGIST institute, were they were analyzed by ToF-MEIS with 80 keV (Si samples) or 90
keV (Phe samples) He™ ions at a 90° scattering angle. The analysis times for each spectrum were 30
minutes and the beam current was 100 pA, without secondary electron suppression.

3. Results and discussion
a. Si samples

The MEIS spectra obtained in a channeling direction for the five Cs craters in Si (2 — 20 s) are displayed
in Fig. 1. The Cs, Si and O peaks are observed resp. at 74, 59 and 48 keV. The Cs peak intensity is
clearly rising for the shortest Cs sputtering times (2-10s). The MEIS spectrum obtained for 10 s Cs
sputtering was simulated with a model adjusting the Si, Cs and O concentration on stacked layers. The
best fit was obtained with a 2.8 nm SiO; layer on top of Si, with 3 at.% Cs concentration at the extreme
surface (0.5 nm layer). The Cs in the model is mostly present in the SiO- layer and does not extent below
4 nm. For this profile, the total Cs fluence was 7.2x10%* ions.cm and the estimated implanted Cs content
is 3.0x10' at.cm. In Fig. 2, the total deposited Cs, calculated from the MEIS Cs peak area, is plotted
as a function of the Cs* fluence. The solid line represents the 100% Cs retention rate. The Cs retention
rate is close to 100% for the two first data points (2 and 4 s), but it saturates very rapidly to a relatively
low level around 3x10'* at.cm™. The data also seem to indicate that the deposited Cs is slightly lower
for the longest sputtering time (20 s), for which the native oxide layer has been sputtered away. This
suggests that the Cs surface concentration is lower on Si than on SiO», which is not unexpected since
oxygen could hold Cs more efficiently [9,10]. Wittmaack [11] has explained the very short transient by
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a fast relocation of Cs atoms to the surface as adatoms. Vandervorst et al. uses the low sublimation
energy of cesium to explain its preferential departure that leads to lower cesium contents and limited Cs
adsorption on metals and semiconductors [10]. The inset in Fig. 2 shows the SiO, and 2°Si- ToF-SIMS
signals (in dual beam with Bis" as analysis beam), with the same fluence scale. There is a good
correlation between the deposited Cs amount as measured with MEIS and the SiO; signal, which is not
surprising as Cs is mostly responsible for the negative ionization within the transient region.

The low surface Cs content at saturation is in excellent accordance with data published by van der Heide
et al [4], who measured the implanted Cs content onto Si in situ, with XPS and RBS. They found a
4x10%* at.cm Cs content with RBS, and a 4 at.% Cs with XPS, for 1 keV Cs* at 60° incidence. Moreover,
their data indicate an increase of the Cs surface concentration with the Cs* energy, so that it is not
surprising to measure a slightly lower Cs content in our experiment carried out at 500 eV.

One should remember that the samples were exposed several days to the atmosphere prior analysis with
ToF-MEIS. The adsorbed Cs is certainly immediately oxidized when exposed to atmospheric oxygen.
Both diffusion and oxidation might modify the internal depth profile but not the Cs content. Our estimate
of the retention rate should therefore be realistic.

b. Phe samples

The MEIS spectra acquired on the four Cs craters on Phe are shown in Fig. 3. A strong Cs surface peak
is detected at 83 keV, with the intensity rising as a function of the Cs* fluence, indicating a rising surface
concentration. Another important observation is the buildup of a strong subsurface contribution for
higher fluences (at 60 s and 400 s). The spectra at 60 s and 400 s were simulated by a model of stacked
layers with varying concentrations of H, C, O, N and Cs. The best model obtained for 400 s sputtering
is shown in Fig. 4. A strong surface peak, with ~7 at.% Cs concentration is observed at the extreme
surface (< 0.5 nm), followed by a long tail extending as far as 65 nm, which is well beyond the expected
implantation range of 500 eV Cs™ into Phe, estimated from SRIM simulation as 4 nm. For a total fluence
of 2.81x10 ions.cm™, the retained Cs content is estimated as 1.4x10" at.cm™ from the simulation, with
~10% at.cm? in the surface peak and 1.3x10™ at.cm™ in the subsurface region. The relatively large
amount of subsurface Cs located far away from the implantation range, along with the roughly
exponential decay of the Cs internal profile, suggest a strong diffusion of the implanted Cs into the bulk.
Cesium diffusion in the bulk of an organic material (para-sexiphenyl) was already shown by Koch et al
[12] using Ultra-violet Photoemission Spectroscopy on a synchrotron beam line.

On the simulation performed on the 60 s sputtering crater (4.23x10%° ions.cm 2 fluence), a strong surface
peak is again observed, with ~7 at.% Cs concentration and ~10* at.cm content. The subsurface Cs
content is estimated to be 5x10%* at.cm?. Therefore, the surface Cs concentration appears to saturate
around 7 at.%, as no changes occur from 60 s to 400 s, but a large amount of Cs diffuses far into the
bulk even when the surface steady state is reached, increasing the retained Cs content. This is
summarized in Fig. 5. showing the retained Cs content as a function of the Cs* fluence. No saturation is
reached even when the surface concentration is saturated, due to strong Cs diffusion away from the
surface.

4, Conclusions

On the SiO,/Si samples, the Cs surface content saturates very rapidly to a low value around 3x10%* at.cm®
2, which is estimated as 3 at.% Cs surface concentration. The saturation occurs before 10 s of sputtering
(fluence of 7x10% ions.cm™). The Cs was found only at the extreme surface but this may result from
diffusion occurring during the sample transfer. On the Phenylalanine surface, a surface Cs saturation
was reached, with 7 at.% Cs surface concentration, but the total Cs content in the sample did not reach
saturation even for the highest fluences. This is due to a strong Cs diffusion from the surface to the bulk,
extending as far as 50-100 nm.
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Figure 1. ToF-MEIS spectra obtained with 80 keVV He* at a 90° scattering angle, on SiO./Si surfaces
sputtered with 500 eV Cs* during 2s,4s,65s,10sand 20 s.
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Figure 3. ToF-MEIS spectra obtained with 90 keV He* at a 90° scattering angle, on a Phenylalanine
layer sputtered with 500 eV Cs* during 6 s, 20 s, 60 s and 400 s.
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ABSTRACT
Organic and inorganic materials are more and more frequently combined in high-performance hybrid electronic and
photonic devices. For such multilayered stacks, the identification of layers and interface defects by depth profile analysis
is a challenging task, especially because of the possible ion beam induced modifications. This is particularly true for
perovskite solar cells stacks that in a mesoscopic structure usually combine a metal electrode, a mesoscopic conductive
oxide layer, an intrinsically hybrid light absorber, an organic hole extraction layer and a metal counter electrode. While
depth profile analysis with X-ray photoelectron spectroscopy (XPS) was already applied to investigate these devices, the
X-ray and 1on beam induced modifications on such hybrid layers have not been previously investigated. In this work we
compare the profiles obtained with monatomic Ar™ beam at different energies, with the ones obtained with argon ion
clusters (Ar,") with different sizes (150<n<1000) and energies (up to 8 keV). A systematic study is performed on full
mesoscopic perovskite (CH;NH;Pbl;) solar cells and on model hybrid samples ((FACs Pbl3)gss (MAPbBr3) 15)/ TiO,).
The results show that for monatomic beams, the implantation of positively charged atoms induces the surface diffusion
of free iodine species from the perovskite which modifies the I/Pb ratio. Moreover, lead atoms in the metallic state (Pb%)
are found to accumulate at the bottom of the perovskite layer where the Pb%Pb,, fraction reaches 50%. With argon
clusters, the ion beam induced diffusion of iodine is reduced only when the etch rate is sufficiently high to ensure a
profile duration comparable with low-energy Ar’. Convenient erosion rates are obtained only for n=300 and n=500
clusters at 8 keV, which have also the advantage of preserving the TiO, surface chemistry. However, with argon cluster
ions, Pb” particles in the perovskite are less efficiently sputtered which leads to the increase of the Ph%Pby, fraction (up
to 75%) at the perovskite/TiO, interface. Finally, ion beam and X-ray induced artifacts on perovskite absorbers can be

reasonably neglected for fast analysis conditions in which the exposure time is limited to few hours.

Keywords: Depth profiling, XPS, Solar cells, perovskite, hybrid devices, argon clusters
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1. INTRODUCTION
Modern electronic and photonic devices are more and more based on organic/inorganic multilayers, where interface
effects are well known to play a strong role by influencing the device performance and operation stability. Such complex
architectures based on thin layers deposited by different techniques require an accurate characterization of the different
layers and interfaces to perform device optimization steps, to derive structure-to-function properties or to study aging
effects. This is particularly true for the so-called organo lead halide perovskite solar cells which typically combine metal
electrodes deposited by thermal evaporation, spin coated organic semiconductors for carrier extraction, intrinsically
hybrid absorbers based on organic (mainly CH;NH; and HC(NH,),") andfor inorganic cations' (such as Cs' and Ru')
and mixed inorganic anions’ (Pbly, Brly, etc.). Thanks to recent advances and a more and more sophisticated chemical
engineering of the light absorber, perovskite solar cells have demonstrated an extremely fast increase of the solar to
power conversion efficiency, which is now above 22%.* Despite of the very encouraging progress of the device
efficiency, the market breakthrough of the perovskite technology is still hindered by their insufficient long term stability
under real operation conditions due to the instability of the absorber and the interfaces under humidity,‘i Iight5 and high

temperatureﬁ (above 80°).

One promising approach to increase the perovskite stability is to apply interface modifications through the so called
interface engineering;”™® for example, the addition of graphene platelets into the mesoporous TiO; has been shown to
remarkably enhance the stability of the CH;NH;Pbl; perovskites.” One promising tool to investigate interface engineered
solar cells, is to perform depth profile analysis combining a surface analysis, as with X-ray photoelectron spectroscopy
(XPS) or time of flight secondary ion mass spectrometry (ToF-SIMS) with ion beam sputtering to reconstruct to the in-
depth elemental and chemical composition or for the 3D molecular reconstruction of the full device stack. Both
techniques have been recently combined to study perovskite absorbers' and perovskite solar cells or LEDs." ™ In
previous works, monatomic ion beams with energy below 1 keV have been reported for profiling perovskite solar cells in
order to preserve the delicate organic/inorganic interfaces. However the effect of the ion beam on the layers and on the
interface degradation have not been previously investigated in details. In particular, it is well known that argon clusters
ion beams (Ar,”) are the most appropriate sources to profile organic materials because of the much lower energy-per-
atom value and the lower penetration depth, resulting in a much lower in-depth modification of soft materials with
respect to monatomic beams. Despite of this advantage, large cluster ion beams are highly ineffective for eroding oxides
and metal layers; the erosion rates are very low unless the cluster energy is raised above 10-20 keV. Overall, the strongly
material-dependent sputtering rate of large cluster ion beams is a strong limitation for profiling of hybrid multilayer

stacks.

In this work, we have investigated a different approach for profiling hybrid and multilayered stacks based on medium
cnergy (with energy up to 8 keV) and variable-size (from few hundred to 1000 atoms) argon clusters which is regulated
by a mass filter in the ion beam gun. The cluster size was varied between few hundred atoms up to 1000 atoms and the

cnergy from 6 to 8 keV to ensure viable crosion rates on inorganic layers. The results obtained on a full perovskite solar
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cell and on a triple cation perovskite deposited on TiO; have been compared with the ones obtained with a low-energy
(below 1 keV) monatomic Ar beam. This study has allowed identifying the best profile conditions ensuring that

minimum artifacts are induced by the sputtering beam.

2. MATERIALS AND METHODS

2.1 Deposition of full solar cells Au/spiro-OMeTAD/CH;NH,PbI://TiO, /FTO solar cells

Patterned florine-doped tin oxide (FTO) coated glasses were firstly washed with a liquid detergent, dissolved in
deionized water and then cleaned by ultrasonic bath with acetone and TPA for 10 min. The compact TiO, blocking layer
was deposited by spray pyrolysis with a solution of acetylacetone (2 mL), titanium diisopropoxide (3 mL) and ethanol
(45 mL) at 460 °C. The TiO,/FTO substrate is coated by a thin mesoporous TiO2 porous film (~150 nm) deposited by
spin coating a TiO; paste (Dyesol 18 NR-T paste diluted in ethanol 1:5 in wt.) at 4000 rpm for 20 s, followed by the
subsequent sintering at 460 °C for 30 min in air. The CH;NH;Pbl; layer is deposited on the mesoscopic TiO; by the
sequential deposition of Pbl, (500 g ‘L', in dimethylformamide) and CH;NH;I (10 g'L™" in IPA) in a nitrogen filled
glovebox system. The supersaturated Pbl, solution was first deposited by spin coating at 6000 rpm for 10 s and then
directly dipped into the CH;NH;I solution for 15 min. During the second step, the CH;NH;Pbl; layer formation was
completed by thermal anncaling at 80 °C and by rinsing with anhydrous IPA. Then, the spiro-OMcTAD (73.5 g'L" in
chlorobenzene solution doped with TBP (26.7 uL-mL")), LiTFSI (16.6 pL-mL™") and a Cobalt(IIT) FK209 complex (7.2
uL-mL™") were sequentially deposited by spin coating at 2000 rpm for 20 s in a glovebox. Finally, the device was
completed by the high-vacuum thermal evaporation of a gold counter electrode (~100 nm) on an active area of 0.1 cm’
defined by a shadow mask. The devices were encapsulated with a glass lid sealed on the device only on the substrate

cdge and sent for the analysis.

2.1 Deposition of triple-cation perovskite layers on compact TiO,

The perovskite layer was deposited on a FTO substrate coated by compact TiO; blocking layer realized in the same way
of the full solar cells previously described.

The Cs(MA17FAq 53)100-Pb(log3Bro.17); triple cation perovskite was deposited with one-step deposition and antisolvent
method in a nitrogen filled glovebox system. The organic cations were purchased from Dyesol; the lead compounds from
TCT; CslI from aber GmbH. The precursor perovskite solution was prepared by dissolving, with the molar ratio suggested
in ref [1] the mixture of lead(IT) iodide (Pbly), lead(IT) bromide (PbBr;), methylammonium bromide (MABr),
formamidinium iodide (FAT) and cesium iodide (CsI) in a solvent mixture of anhydrous N,N-dimethylformamide (DMF)
and dimethylsulfoxide (DMSO) in a 3:1 ratio (v:v). The obtained mixed perovskite solution was spin coated on the
substrate in a two steps program at 1000 and 5000 rpm for 10 and 30 s respectively. During the second step, 200 pL of
chlorobenzene was poured on the spinning substrate 7 s prior to the end of the program. Immediately after spin coating
the substrates were anncaled at 100°C for 1 h in nitrogen filled glovebox.

2.3 XPS depth profile analysis

The XPS depth profile analysis was performed on a ESCALAB 250Xi spectrometer by Thermo Scientific equipped with
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a Monatomic And Gas Cluster Ton Source (MAGCIS) allowing to select monoatomic Ar or variable-size Ar,
clusters with 75<n<2000. Typically the intensities are in the pA range with the monatomic beam and about 10 nA
with the cluster source. Solar cells were stored in dark conditions under vacuum before the analysis and were
analyzed by alternating ion sputtering and XPS analysis performed in the scan mode. Both survey scan and high-
resolution scans were acquired at each profile step, especially to monitor Pb 4f and I 3d spectra. The spectrometer
is equipped with a monochromatic Al Ka X-ray beam with a spot size set at 200 pm and a raster area set at 1 mm to
ensure that the analysis is safely performed at the center of the crater. A dual beam flood gun was always used for
charge compensation. The surface atomic percentages (at.%) were evaluated at each profile step by peak fitting with

Shirley-type background using Avantage© software.

3. RESULTS AND DISCUSSION

3.1 Depth profile analysis on full perovskKite solar cells

The perovskite solar cell with Au/spiro-OMeTAD/CH;NH;Pbl/TiO/FTO structure is the most commonly studied
perovskite solar cell. However, previous XPS and ToF-SIMS depth profile analyses have been reported mainly based
on monatomic ion beam sputtering.® Different groups have reported about two important facts that occur when profiling
the CHaNH;3Pbl; layer; (1) Pb atoms show two chemical components and (2) the Pb/l ratio always deviates from
the theoretical value of 3;'* this parameter was also suggested as good indicator of the average degradation of
the CH3NH;Pbl; layer.'® In order to investigate the origin of these two effects and to assess to which extent they are
affected by the sputtering beam, we have performed the depth profile of the full solar cells structure with 500 eV
monatomic Ar” and compared the results with variable size (from 150 to 1000 atoms) and energy (up to 8
keV) argon clusters corresponding to energy per atom values from few eV to few tens eV. Since the erosion rate of
the metal electrodes is small with all the explored cluster conditions, a pre-sputtering with 1 keV Ar™ was
performed until reaching the Au/spiro-OMeTAD interface, as marked by the raise of the C signal and the drop of the
Au signal to less than 10 at.%; then the sputtering source was switched to the different conditions of the cluster beam.
The depth profiles obtained with 500 eV Ar’, Ars,," and Ars' at 8 keV and are shown in Figure 1 (the profile
obtained at Arsp," at 8 keV is not shown being very similar to the one of Arsy at 8 keV). Surprisingly, for a fixed
cnergy (8 keV) the erosion rate did not monotonically evolve with the cluster size, for very small (below 150
atoms) or for very large clusters (above 1000 atoms) the sputtering rate was not sufficient to reach the TiO,
interface in a reasonable amount of sputtering time (the profile was stopped after 10000 s of sputtering). The best
erosion rate was obtained for 8 keV n=300 and n=500 clusters; we did not explore a wide cluster energy range because
when the =300 energy was lowered to 6 keV the sputtering time to reach the TiO, interface increased by 30% and
less sharp interfaces were obtained. Overall, the higher erosion rate corresponds to clusters ions with n=300 and E=8§
keV corresponding to an erosion rate which is close to the one of 500 €V Ar’. One important drawback is that when
the sputtering rate is low, the capability of the sputtering beam to remove the residual Au from the top electrode
material drops, leading to the artificial persistence of the Au signal in the reconstructed depth profiles. This

artifact is not observed for the best performing Ary00/8 keV condition, for which the
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Au signal reaches quickly values below 1 at.% as with the monatomic beam (not shown here). However, this is not the
case for Arsy /6keV for Arsgy'//8 keV that result in a considerably lower erosion rate and are considerably less effective
in removing the residual gold particles. A detailed analysis on the Pb/I ratio was made taking into account the fact that
the Pb 4f spectrum features two chemical components (Figure 1c); the first component, at lower binding energy, is
ascribed to metallic Pb atoms (Pb” at about 137 eV binding energy) and the other is associated with lead atoms forming
lead-iodide bonds (Pbl, at about 139 eV binding energy). By evaluating the I/Pbl, ratio and the Pb fraction in the Pb"
state (Figure 1d, le and 1f) we observe that while the T/PbI, ratio at the top of the CH;NH;Pbl; layer is about 3 when the
sputtering is made with the monatomic beam, it is rather between 2.2 and 2.4 when using cluster. The I/Pbl, ratio always
increases with the depth when using clusters while it decreases and then increases with the monatomic sputtering. The
fraction of Pb atoms in the Pb” chemical state increases with the sputtering time to reach about 50% of the peak area
when the profile is in the mesoscopic TiO; region. The I/Pblx ratios suggest that by comparison with the clusters, a
stronger iodine diffusion toward the top interface (spiro-OMeTAd/CH;NH;Pbls) occurs when profiling the CH;NH;PbI,
layer with the monatomic beam (thus artificially enhancing the T/Pbl, value at the top of the perovskite layer).
Interestingly, for each profile condition, we observe the formation of metallic lead atoms (and consequently free iodine
atoms). Our results do not allow concluding whether Pb’ is induced by the X-Rays or the ion beam exposure, however
some information will be provided in the next section. Overall, the fraction of Pb atoms in the Pb° chemical state reaches

up to 50% of the total lead atoms when the profile reaches the mesoscopic TiO» region.
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Figure 1. Comparison between the XPS depth profiles on a Au/spiro-OMeTAD/CH;NH;Pbl,/Ti0O; device obtained with
500 eV monatomic beam (a and d), with the Ary," at 8 keV (b and e) and with Arsy,” at 8 keV (f). Inthe d, e and fthe I/
Pbl, ratio (i.e. excluding Pb° signal) and fraction of Pb° in the total Pb signal are displayed for the different sputtering
conditions. Note that the x-scale in {(d), (e) and (f) is limited to the region where the Pb and 1 signals indicated the
presence of the CH3NII3PbI3 layer. Panel (¢) illustrates a typical Pb 4f spectrum showing the presence of two chemical
components ascribed to Pb{) and Pblx.
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To get more insights into the ion beam induced modifications of the hybrid perovskite layer, we have performed
a similar comparative analysis on a model sample based on a triple-cation perovskite layer deposited on Ti0,. State-of-
the-art perovskite absorbers were selected in order to safely exclude complications arising from the possible
degradation of the perovskite resulting from the environment exposure: indeed, triple-cation perovskite absorbers are
characterized by a much higher environmental stability with respeet to CH;NH;Pbl; thanks to the sophisticated
chemical engineering of their composition.'® The perovskite formula is based on the mixed anions and cations,
precisely with the nominal stoichiometry (FACs;<Pbli)ggs (MAPbBr;)g s where MA stands for methylammonium
ions (CH3;NH;") and FA stands for formamidinium ions (HC(NH,),). This absorber has shown outstanding light to

. . . B
power conversion efficiency and Stablll‘[yﬁi 18

3.1 Depth profile analysis on the intrinsically hybrid perovskite layer

We have compared the influence of the energy of the monatomic Ar' sputtering beam on the as-deposited

(FA,Cs, xPbl3)oss (MAPbBrs)g 15 /TiO; samples. The depth profiles at 500 eV and | keV are shown in Figure 2; at 1
keV, the Pb content in the perovskite layer is constant through the entire profile (Figure 2e) while at 500 eV, the
depth profile features a few at% increase of the Pb content with the increasing of the sputtering time (see Figure 2b).
For these two energy conditions, the iodine is clearly found to diffuse toward the top of the perovskite layer (Figure
2b and 2e) which results in the decrease of the I/Pb ratio from 2.1 (at the top perovskite layer) to 1.5 at the TiO,
interface (Figure 2¢ and 2f). This result is in contrast with what has been previously observed with the profile of full
CH;NH;Pbl; solar cells, for which the I/Pb ratio increase during the profile may rely on the higher absorption of free
iodine species at the surface of the mesoporous TiO; (see the discussion below and in Figure 5).

Finally, the fraction of Pb in the Pb" state increases during profile and reaches up to 75% of the Pb 4f peak area at the
perovskite/TiO; interface (where the total Pb content is less than 10 at.%) with 500 eV sputtering energy while it reaches
only 50% of the peak area at 1 keV. The origin of such a high Pb’ fraction needs still to be further clarified,
one possibility is that it may be induced by the X-ray or the sputtering beam or, alternatively, Pb" particles may be
formed during the layer synthesis and accumulate at the bottom of the perovskite layer during the
crystallization. The dependence of the Pb° fraction from the sputtering conditions may result from the slower
etch rate of Pb particles respect to the other elements of the perovskite; in other words, the slower erosion of Pb’
would artificially increase its content during the profile.

In order to get more insights into this effect, we have compared the profiles obtained with Arygo and Arsgg’ cluster
beams at 8 keV (Figure 3). For these profiles, high-resolution scans were acquired for the different atomic species
after each erosion step to perform chemical analysis. Similarly to what observed in the monatomic profiles in Figure 2¢
and 2f, the results in Figure 3d show that, for Ars,' cluster beams the I/Pb ratio (excluding PbY%) varies from 2.2 in
the perovskite layer to less than 1.5 at the TiO; interface (Figure 3f); The lowering of the I/Pb ratio is less
pronounced with Arsyy cluster beams as it varies from from 2.2 to 1.7(Figure 3c¢). The trend of the I/Pb ratio
(excluding Pb") may be explained by the surface migration of negatively charged iodine species due to the

implantation of positively charged Ar ions; this
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effect is expected to be reduced with clusters, however, if the perovskite layer sputtering time increases (~3500 s are
needed with Arsoy cluster beams) then we observe a similar iodine diffusion as for the 500 eV Ar" profile during which

the perovskite layer was profiled in about half of the time (~1500 s).
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Figure 2. XPS depth profiles on (FA,Cs,Pbls),ss (MAPbBr3), 5/ TiO, samples obtained with a monatomic Ar" beam at 500
eV (a,band c)and 1 keV (d, e and f). The (a) and (d) panels allow comparing the elemental species profiles, the panels (b)
and (e) show the evolution of the | 3d5/2 and Pb 4f7/2 peak arcas and the Pb” and Pbl, components. The (c) and (f) panels
allow cml;nparing the evolution of the I/Pb ratio (excluding the Pb” contribution) and the ratio of Pb which is in the metallic
state (Pb").

The Pb° fraction evolution is similar for the two cluster conditions (Figure 3¢ and 3d) and is clearly higher respect to the
1 keV Ar™ profile. This result supports the hypothesis the slower erosion of Pb° particles could artificially enhance the
Pb" content and also the total Pb content as observed in Figure 3b and 3¢ (peak areas) into the perovskite layer.

When the cluster size is increased to n=1000 atoms (at 8 keV this corresponds to the energy-per-atom value of 8 e¢V), the
sputtering rate of the perovskite layer drops and the TiO, interface could not be reached even after 16000 s of sputtering.
However, since the Pb fraction in the Pb” state only increases from 13 to 20% of the total Pb peak area during this profile
(Figure 4), one can conclude that the presence of Pb’, is not principally due to the ion gun and to the X-Rays exposure

(the X-ray gun was on during the entire depth profile duration). In other words, while it was not expected to find such a
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high amount of Pb” into the perovskite layer, its presence is not an artifact due to the X-rays or ion gun exposure,

however its exact quantification may be slightly altered by the depth profile analysis conditions.
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Figure 3. XPS depth profiles on (FA,Cs;.(Pbl3)o55s (MAPbBr3) 5/ TiO, samples obtained with Arsg” (a, b and ¢) and Arsgy”
(d, e and f) clusters. The panels (c) and (f) show the 1/Pb ratios excluding Pb® and the Pb’ fraction in the Pb signal.

Finally, by comparing on Figure 5 the profiles obtained with the different sputtering beams, a clearly different ion beam
induced modification of the TiO, substrate is observed: namely, monatomic beams are found to reduce the TiO, layer
(Figure Sa), while this modification is not observed with cluster ions (Figure Sb). In particular, we could evidence the
presence of a two chemical components within the Ti 2p spectrum with the one at higher binding energy (~460 eV
binding energy) ascribed to TiO, Iy species and the other ascribed to Ti in the TiO, chemical state (at about 457.5 V).
The lowering of the TiO,.,l, component with the sputtering time (see Figure 5b and 5c), suggests that free iodine atoms

present in the perovskite could chemically bond to Ti atoms at the perovskite/TiO, interface. This result shows that
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respect to monatomic ion beams, a much more precise chemical analysis on hybrid layer/oxides interfaces is possible

when profiling with cluster ion beams.
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Figure 4. Comparison between Pb 4f spectra obtained at the beginning and at the end of the depth profile (corresponding to
16000s sputtering) operated with Arjg” clusters at 8 keV energy showing that only a moderate increase of the Pb’
component intensity is observed during such a long exposure to the ion beam and to X-Rays.
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Figure 5. Comparison between the Ti 2p high resolution spectra obtained when profiling the TiO, substrate with the 500 eV
monatomic beam (a) or with argon clusters at the perovskite/TiO, interface (b) and deeper into the TiO; layer (c). The TiO,
is evidently reduced by monatomic beams while two chemical components are clearly distinguishable when profiling with
the cluster beam (the profile corresponds to the one shown in Figure 3b).
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4, CONCLUSION
Variable-size (from n=150 to n=1000) and energy (up to 8 keV) argon clusters (Ar, ) are investigated to profile full
perovskite solar cells and intrinsically hybrid (FA,Cs) Pbl3)ggs (MAPbBr3) 15 /TiO; model samples, The results obtained
with low-energy monatomic Ar’ sputtering (at 500 €V and 1 keV) have been compared with the ones obtained with the
different cluster ions. With small clusters (n=150) the sputtering rate is low which suggests that for the explored
materials the energy-per-atom value is not the key parameter ruling the erosion rate. However, for too low energy/atom
values (below 10 eV) the profile was also not achieved. Overall, we find that the bests erosion rate is obtained for n=300
clusters at 8 keV; in this conditions, the sputtering rate is comparable with the one obtained with the 500 ¢V monatomic

beam.

The advantage of the clusters is mainly ascribed to the lower implantation of positive ions into the perovskite layer thus
reducing the surface charging induced migration of free anions, in particular iodine species. This allows obtaining a less
variable I/Pb ratio when excluding lead in the Pb” state (Figure 3¢). Another advantage of clusters is the lower tendency

to reduce oxide layers as shown for TiO; which allows to perform chemical analysis at the perovskite/TiO; interface.

One drawback of argon clusters is that metal particles are not efficiently sputtered and may artificially accumulate into
the sputtered layer. This effect was observed for Au residual particles from the top electrode and for Pb° particles that are
present in the perovskite layer. For the model (FA,Cs; Pbl;)yss (MAPbBI3),,5/TiO, samples, the total Pb content was
constant when profiling with 1 keV Ar' (Figure 2e), while the total Pb content and the Pb° fraction increases with

clusters.

While more detailed studies are in progress to determine the origin of such a high Pb” content in the perovskite layer and
the evolution of organic fragments during the profile, which are particularly difficult to assess with the present XPS
study, this work indicates the principal artifacts that may be induced in the explored sputtering conditions and identifies

8 keV Ars and Ar' 1 keV as the best conditions for the explored size/energy range.
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1 Introduction

Surface modification and direct plasma amination
of L605 CoCr alloys: on the optimization of the
oxide layer for application in cardiovascular
implants

Sergio Diaz-Rodriguez,® Pascale Chevallier,” Carlo Paternoster,” Vanessa Montafio-
Machado,® Céline Noél® Laurent Houssiau® and Diego Mantovani (& *

Stents are cardiovascular devices used to treat atherosclerosis, and are deployed into narrowed arteries and
implanted by expansion to reopen the biclogical lumen. Nevertheless, complications after implantation are
still observed in 10-147% of the implantations. Therefore, functionalizing these devices with active molecules
to improve the interfacial effects with the surrounding tissue strongly impacts their success. A plasma-
based procedure to directly graft biomolecules to the surface of cobalt chromium alloys, without any
polymeric coating, has been recently reported. Assuring the stability of the coating during plastic
deformation generated during the implantation whilst avoiding the corrosion of the surface is crucial.
This study explores different surface treatments to be used as a pre-treatment for this novel procedure.
The effects of (i) electropolishing, (i) thermal treatments, and (i) the plasma immersion ion implantation
of oxygen on the chemical composition, roughness, wettability and efficiency during the plasma-
amination procedure whilst avoiding cracks after deformation, thus maintaining corrosion resistant
behaviour, were investigated by XPS, AFM, ToF-SIMS imaging and depth profile, and WCA. Furthermore,
the hemocompatibility of the surface and cell viability assays were also performed. Results showed that
all of the treatments created a different surface chemical composition: EP mainly of chromium oxide,
Plll with a layer of cobalt oxide and TT with a mixture of oxides, as observed by XPS and ToF-SIMS.
Moreover, EP was the process that generated a surface with the highest efficiency to amination and the
most corrosion resistance among the treatments, and it appeared as the mast suitable pre-treatment for
stent functicnalization.

allows for the fabrication of thinner devices with smaller struts
that have been correlated to lower clinical post-implantation

Atherosclerosis is a cardiovascular disease characterized by the
formation of a plaque that narrows the arterial walls, leading to
thrombus formation and ultimately heart attacks." Once it has
progressed to the late stages, this disease is surgically treated by
the implantation of a stent which is a metallic wire mesh. This
device is introduced with a catheter to the narrowed zone and is
expanded up to 25% deformation to reopen the arterial flow,
deploying the device whilst avoiding the collapse of the artery.>*
Among the materials used for bare metal stents (BMS), there is
cobalt chromium L605 alloy, which has interesting mechanical
properties and is covered with a passive oxide layer that protects
the surface from potential corrosion. Furthermore, this alloy
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adverse effects.* Nevertheless, complications with BMS
remain, for example in-stent restenosis, thrombus formation,
and endothelium damage still occur due to the invasive proce-
dures of stent deployment.® Although, drug eluting stents (DES)
have been developed to counter these complications by
releasing drugs from a polymeric coating (deposited on the
surface). Nonetheless, cracks and delamination of this coating
have been observed due to the lack of adhesion and cohesion
between the surface and the coating.”” This finding can be
related to the complex geometry of the stents and the deposition
techniques of the polymeric layer (dip coating, spray coating,
layer by layer coating, efc.) that can not assure coating stability
during the deployment of the device.®

Therefore, a novel procedure that allows for the direct
covalent grafting of active molecules without any intermediate
layer to enhance the biological performance of cardiovascular
devices has been developed. Briefly, this procedure focuses on
direct functionalization with primary amine groups (-NH.),
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known for their high reactivity,” on the surface of the L605 alloys
that act as anchor points for the further grafting of molecules of
interest with free carboxylic groups in their structure (-COOH).
Assuring the stability and the properties of the surface (oxide
layer) thus appears crucial for the application of this strategy for
cardiovascular devices. This oxide layer must resist deformation
related to the deployment of the device, and must be corrosion
resistant to avoid the release of toxic ions in the blood stream,
whilst being biocompatible.*'"** Among the different strategies
to modify the oxide layers and the finishing of metallic
substrates, procedures can be divided into mechanical treat-
ments, thermal treatments, ion implantation and chemical
treatments."”” All of these treatments can modulate properties
such as chemical composition, surface roughness, corrosion
and deformation resistance, wettability, blood compatibility
and cytotoxicity.

Although all of these treatments can modify the surface of
metallic substrates, regarding the stent applications mechan-
ical treatments (mechanical polishing for example) are not
suitable due to the complex geometry of the devices. Therefore,
thermal treatments, ion implantation and chemical treatments
represent suitable modification procedures. For instance,
thermal treatments in a controlled atmosphere can be used to
achieve homogeneous changes in the chemical and structural
composition.'>"* In regards to ion implantation processes, such
as plasma immersion ion implantation (PIII), these can produce
changes both on the surface and in the internal structure,
producing an amorphous oxide layer, due to the acceleration of
ions into the metallic substrate."""*'® Finally, chemical treat-
ments, for example electropolishing, allow for the removal of
any surface contaminant and the passivation of the surface
whilst obtaining a nano-smooth surface with a mirror like
finish.™**+

This study focuses on the surface preparation step of L605
alloys for their direct plasma amination. Three different surface
treatments on L605 CoCr alloys to modify the oxide layer are
proposed: electropolishing (EP), as a base treatment, followed
by either thermal treatment (TT) or the PII of oxygen. The
specimens were thoroughly characterized by X-ray Photoelec-
tron Spectroscopy (XPS), Time of Flight-Secondary Ion Mass
Spectrometry (ToF-SIMS), Atomic Force Microscopy (AFM),
Scanning Electron Microscopy (SEM) and Water Contact Angle
(WCA) to study their chemical composition, topography and
wettability. Furthermore, the influence of these properties on
the plasma amination efficiency of the surface was assessed.
The deformation resistance and the corrosion behaviour were
also determined along with the biological performance of the
surface (hemocompatibility and short-term cellular response).
These biological properties were selected to study the potential
effect of the device on wound healing of the endothelium and
thrombus formation.

2 Materials and methods
2.1 Materials

L605 alloy sheets (nominal composition wt%: Co 51%, Cr
20%, W 15%, Ni 10%, Fe = 3%) were purchased from Rolled

This journal is ©@ The Chermistry

View Article Online

RSC Advances

Alloys Inc. (QC, Canada). Acetone and methanol (ACS grade,
respectively) were purchased from Fisher Scientific (N], USA).
Phosphoric acid (85%), sulfuric acid (ACS grade), and hydro-
fluoric acid (48%) were purchased from Laboratoire MAT (QC,
Canada). From Sigma-Aldrich, the following reagents were
purchased: sodium hydroxide (=97%, pellets), calcium chloride
(99.99%) and 5-bromosalicyladehyde (98%). PBS (phosphate
buffered solution, 1x powder) was purchased from Fisher
Scientific.

2.2 Sample preparation

2.2.1 Sample cleaning. To remove impurities, round
12.7 mm diameter specimens cut from the L605 alloy sheets
were first cleaned in three successive 10 min ultrasonic baths of
acetone, nanopure water {18.2 MQ cm at 25 °C), and methanol,
Samples were air-dried after each cleaning and stored under
vacuum until further use.

2.2.2 Electropolishing. All samples underwent a three-cycle
electropolishing procedure; each cycle was performed for 2
minutes with a fixed current density of 2.4 A em™? in a solution
containing 67 vol% phosphoric acid, 20 vol% sulfuric acid,
10 vol% nanopure water and 3 vol% hydrofluoric acid at 10 °Cin
an ice bath with a round L605 specimen as the cathode. After
electropolishing, samples were cleaned in three ultrasonic
baths for 10 min each using nanopure water, sodium hydroxide
2 N and nanopure water, respectively.

2.2.3 Surface treatments. To modify the composition of the
oxide layer and to study its effect on the direct plasma amina-
tion, EP samples were further treated by two different surface
modifications: thermal treatment and the PIII of oxygen. For the
thermal treatments, samples were placed in an air furnace at
atmospheric pressure at three different temperatures and for
two different times: 400, 500 and 600 °C for one or two hours.
On the other hand, samples modified by the PIIT of oxygen were
implanted using a Plasmionique Inc. (QC, Canada) reactor with
a gas flow of 10 sccm of O,, a pulse of 50 ps, a frequency of
100 Hz at 5 mTorr, and 300 W of power; for 60 min at —10 kv,
—1 kv or —0.1 kv as bias; or for 15 min and 30 min at —10 kv
bias.

2.3 Stability tests

2.3.1 Deformation test. Treated samples were deformed up
to 25% using a custom-made small punch test device, mounted
on a SATEC T20000 testing machine (Instron, Norwood, USA),
which has already been described elsewhere.'® Deformations
were performed at room temperature with a displacement rate
of 0.05 mm s~ ! with a maximal load of 2800 N, adapted for
L605, and were further characterized.

2.3.2 Corrosion test. Corrosion tests were carried out using
astandard 3 electrode electrochemical set up using large carbon
electrodes as the counter electrodes and a saturated calomel
electrode as the reference in a 1 L corrosion cell, The selected
solution was PBS at 37 &+ 1 °C under mechanical stirring. Open
circuit potential analyses were performed for one hour followed
by potentiodynamic analyses. Corrosion rate calculations were
performed following the ASTM G102-89, as previously

RSC Adv., 2019, 9, 2292-2301 | 2293
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described.” Briefly the corrosion rate was calculated based on
Faradays law (egn (1)).
. E\V

Corrosion rate = 0.003272/or ~ = (1)
where 0.003272 is the conversion factor (mm per pA per year),
Teorr i8 the corrosion current density, expressed in pA em™2, By
is the equivalent weight of the alloy (26 g) and d is the density of
the 1605 alloy (9.134 g em *). Measurements were performed
with a Model K47 Corrosion Cell system and a Versa-STAT 3
Potentiostat controlled viz Versa-Studio software (AMETEK
Princeton Applied Research, TN, USA).

2.4 Plasma functionalization

2.4.1 Plasma amination. Direct plasma amination was
performed in microwave plasma (Plasmionique Inc., QC, Can-
ada) through a two-step procedure: the first step used a mixture
of N, (grade 4.8, Linde, QC, Canada) and H, (grade 5.0, Linde,
QC, Canada) as feeding gases at 150 W for 10 min at 100 mTorr
with a 5/5 scem flow.” The second step was carried out at 150 W
for 30 s at 300 mTorr with a 10 scem flow of hydrogen. This
short plasma treatment using hydrogen was performed to
promote the formation of amine groups and reduce the pres-
ence of other nitrogen species.” During both steps, the samples
were placed in the after-glow (~7 cm). Amination efficiency was
assessed by chemical derivatization with 5-bromosalicylalde-
hyde as described by Chevallier et al.** immediately after the
plasma treatments. Briefly, the vapor-phase reaction took place
in a sealed glass tube at 40 °C for 2 h to complete the derivati-
zation. This molecule was selected due to its specific selectivity
to primary amine groups.

2.5 Biological tests

2.5.1 Cell viability. Human umbilical vein endothelial cells
(HUVEC) were isolated from an umbilical cord with the previous
consent of donor mothers as previously described.*” Cells from
third to sixth passages were used to evaluate the interaction
with the surfaces. 40 000 cells in M199 (Thermo Fisher, 11150-
067) culture media containing serum and penicillin-
streptomycin (Gibco, 15140-122) were deposited on surfaces
and incubated at 37 °C. After adhesion for 24 h, cells were
rinsed with PBS in order to eliminate all remaining culture
medium. 300 pL of solution of resazurin in the culture medium
(1 : 10) were then added to the samples and allowed to react for
4 h. 150 pL were taken from each sample and the fluorescence
was measured at 570 nm using a spectrophotometer ELISA
reader (BioRad mod.450, ON, Canada).

2.5.2 Haemolysis rate. In order to study the hemocompat-
ibility of the different surfaces, a hemoglobin free methodology
was assessed.” Briefly, 120 pL of recalcified citrated blood were
immediately dropped onto the surfaces. Samples were incu-
bated at 37 °C and after 20 min, 2 mL of distilled water were
added to each surface. Red blood cells not entrapped in
a thrombus were hemolyzed. Free hemoglobin molecules were
measured using a spectrophotometer ELISA reader at 540 nm.
The test was performed 3 independent times with 2 samples per

2294 | RSC Adv., 2019, 9, 2292-2301
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condition each time. Blood from different donors was used for
each experiment.

2.6 Surface characterization

2.6.1 X-ray photoelectron spectroscopy (XPS). The chem-
ical composition of the different surfaces was assessed by XPS
(depth analysis of ~5 nm). The analyses were carried out using
an X-ray Photoelectron Spectrometer (XPS-PHI 5600-ci
Spectrometer-Physical Electronics, MN, USA). Survey spectra (0—
1400 eV) were acquired with a standard aluminium X-ray source
(1486.6 eV) at 300 W. Charge neutralization was not applied for
the analyses. The detection was performed at 45° with respect to
the surface normal and the analyzed area was 0.005 cm”,

2.6.2 Time of flight secondary ion mass spectroscopy (ToF-
SIMS). All analyses were performed using a ToF-SIMS IV spec-
trometer (ION-TOF GmbH, Miinster Germany) with, for the
surface spectra and images, the following operating conditions:
a pulsed 25 keV Bi;' ion beam (current = 0.3-0.4 pA; pulse
width = 20 ns; pulse width after bunching = 1.0 ns; repetition
rate = 10 kHz) was rastered during an acquisition time of 100 s
overa 250 x 250 um® area, The total ion fluence was kept under
10'? ions per em? in order to guarantee static conditions. The
secondary ions were extracted at a 2 kV acceleration voltage.
Positive and negative spectra were calibrated to the CH; ', C;H;™
and CrOH' peaks and to the C, , CrO and CoO, peaks,
respectively. ToF-SIMS spectra were acquired from 0 to 880 m/z.

During ToF-SIMS depth profiling, the analysis beam (as
previously described) and the erosion beam (Cs™ at 500 eV,
current: 40-45 nA), rastered over a 500 x 500 pm? area to avoid
border effects, were operated in non-interlaced mode with one
analysis frame (1.6384 s) and 5 s erosion per cycle, both with
a 45° incidence angle to the sample surface.

2.6.3 Scanning electron microscopy. The sample surfaces
were imaged by SEM using a FEI Quanta 250 (FEI Company Inc.
Thermo-Fisher Scientific, OR, USA), with a tungsten filament
and an acceleration voltage in the range of 10-30 kV in
secondary electron mode.

2.6.4 Atomic force microscopy. Surface texture investiga-
tions were performed using the tapping mode on a Dimen-
sionsTM 3100 Atomic Force Microscope (Digital Instruments/
Veeco, NY, USA) with an etched silicon tip (model NCHV, tip
radius = 10 nm, Bruker). Areas of 20 x 20 um? were recorded
and analyzed using the NanoScope Analysis software (Bruker).
Surface roughness was assessed with NanoScope Analysis
(Bruker Corporation, MA, USA) and reported as the root mean
square roughness (Rq).

2.6.5 Water contact angle. Surface wettability was assessed
by water contact angle measurements with a video contact angle
system VCA-2500 XE™ (AST products Inc., MA, USA) in static
mode before and after plasma functionalization. A 1 pL droplet
of nanopure water was used.

2.6.6 Statistical analysis. For XPS, WCA, hemoglobin free,
cell viability and corrosion tests, the data were represented as
the mean + standard deviation of 9 measurements, corre-
sponding to 3 independent experiments with each condition in
triplicate. For all tests, significant differences were determined
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by running a one-way ANOVA followed by Tukeys post-hoc
method to test all possible pairwise comparisons and to deter-
mine where the differences lied. A p-value < 0.05 was considered
significant (*).

3 Results
3.1 Selection of conditions

Due to the importance of the mechanical stability of the oxide
layer during the deployment of a stent, a deformation test was
performed in order to evaluate the resistance of the different
treatments. As observed in Fig. 1, conditions such as 600 °C for
1 h for TT and in the case of PIII, —10 kV for 1 h, presented
cracks and peelings on their oxide layer. Therefore, such
conditions were discarded. From the remaining conditions,
only one for each treatment was selected for the complete study.
The selected conditions were EP as a base treatment, TT at
400 °C for 1 h and PIII —0.1 kV for 1 h.

3.2 Surface treatments

The chemical composition of the oxide layers, assessed by XPS
survey analyses, shown in Fig. 2a, showed that the first few
nanometers of the oxide layer of the EP sample surface were
composed mainly of chromium (%Cr = 4.8 + 0.2); on the
contrary, the PIII sample surface was composed of cobalt (%Co =
13.5 £ 0.7%); finally, the TT sample surfaces showed the presence
of both cobalt and chromium oxides (%Cr = 1.5 + 0.2, %Co =
12.1 + 0.5) with traces of other metals such as nickel. Morcover,
the distribution of CrO,~ and CoO, ions was studied for each of
the metallic oxides by ToF-SIMS imaging in negative mode
(Fig. 2b). This confirmed what was observed in the XPS survey
results, where it was found that the composition of the outmost
layers of EP, TT and PIII follows the same trend. ToF-SIMS depth
profile analyses were also performed to obtain information about
the depth distribution of the different elements of the oxide
layers. Fig. 3 shows the obtained profiles where it was found that
the EP oxide was the thinnest of them all (~50 s of sputtering) and
is composed mainly of chromium oxide. PIII on the other side,
has a thicker oxide layer that is composed of a topmost cobalt
oxide layer on a chromium oxide sublayer (~150 s and ~350 s of
sputtering, respectively). Finally, TT has a thick oxide layer
composed of both cobalt and chromium oxides on the topmost
layer of the surface (~600 s of sputtering). It is worth noting that
SRIM simulations have been performed to estimate the sputter
yields of chromium and cobalt oxides under Cs bombardment
and that their similar values (2.4 and 2.6 atoms per ion, respec-
tively) allowed us to safely compare the sputter times between the
profiles and equate them with depths.

The morphology of the substrate surface was evaluated
through AFM (Fig. 4). The presence of grain boundaries can be
observed on the EP surface, but not as visibly as on the TT
surface, whereas on PIII, grain boundaries are not clearly
present. Regarding the surface roughness, Rq, it was found that
the smoothest surface among the different treatments was EP
and that after surface modification this value increased signif-
icantly on both TT and PIII.
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Fig.1 SEM images of the surfaces after small punch tests to simulate
deformation up to 25%. Cracks and delamination were observed under
some TT and PIll conditions. Selected conditions for the further steps
of the study were EP, as a base surface, 400 °C for 1 hfor TT and —0.1
kV for 1 h for PIll. Magnification of 2000x was used for all of the
images. TT and PlIl images were all obtained after deformation.

To investigate the corrosion behaviour of the different
surface treatments, OCP and potentiodynamic polarization
analyses were performed. Regarding OCP (Fig. 5a) it was found
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Fig. 2 Chemical composition of the studied surfaces. (a) XPS survey
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that TT, composed of a mixture of chromium and cobalt oxides,
had the lowest open circuit potential, had the most reactive
oxide layer and was the most susceptible to corrosion,
compared to the other surfaces, whilst PIII was the one with the
most positive potential and had the least reactive oxide layer.
Potentiodynamic curves (Fig. 5b) allowed for the calculation of
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Fig. 3 ToF-SIMS depth profile of surface treatments. (a) EP, thin layer
composed mainly of chromium oxides, (b) TT, thicker layer composed

of both oxides on the same depth, and (c) PIII, two layers, first cobalt
oxides then chromium oxide.

the corrosion rate where it was found that, as observed in the
OCP curves, TT was the surface treatment with the highest
corrosion rate, followed by PIII and finally EP with a ~20x
decrease compared to TT. These values and a summary of the
results are shown in Fig. 5c.
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Fig. 4 AFM images (20 x 20 pm?, height mode) of the different samples with their respective roughness values. It can be observed that EP is

significantly smoother than the other two surface treatments. TT and PII

3.3 Plasma functionalization

After the complete characterization of the different oxide
surfaces, direct plasma amination was carried out. For the
characterization of the surface, chemical derivatization was
performed in order to confirm the presence of the amine
groups.”* XPS survey analysis results show that on the TT and
PIII surfaces there was a significantly higher percentage of
nitrogen on the surface compared to EP, as shown in Fig. 6a.
Moreover, there was a significant difference in the percentage of
NH, on EP compared with the other two surface treatments, but
not between TT and PIIL Finally, the efficiency of the func-
tionalization (%NH,/N) was assessed. This was calculated from
the percentage of amine groups deduced from chemical deriv-
atization (%NIH,) and the percentage of nitrogen on the surface
after plasma treatment. It was found that EP was the one with
the highest efficiency, close to 15%, compared to the other
surface treatments, around 9%, as observed in Fig. 6a.

| present no significant difference among them.

Due to the present debate for the use of chemical derivatiza-
tion as a valid quantification method for primary amine groups,
supplementary performed.*
Complementary results obtained from ToF-SIMS static mode
analyses for the NH," fragment confirmed that EP has a higher
relative concentration of this fragment, followed by PIII and then
TT with the lowest signal, as observed in Fig. 6b. Another char-
acterization technique that was performed was contact angle,
where it was found that the wettability of all surface treatments
changed from a relatively hydrophobic behaviour to a more

surface characterization was

hydrophilic surface after plasma amination, as observed in Fig. 7.

3.4 Biological performance

Further characterization of the surfaces was performed in order
to evaluate the biological performance of the different condi-
tions. The viability of HUVEC was studied after 24 h of contact
with the samples. As observed in Fig. 8a, significantly higher cell
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Fig. 5 Corrosion rate of the surface treatments. It was found that EP is the most corrosion resistant, followed by Plll and finally TT, the least
resistant. Potentiodynamic tests were performed in PBS at 37 °C.
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Fig. 6 Nitrogen and amine quantification after plasma treatment of
the surfaces. (a) Percentage of nitrogen and percentage of amine
groups after chemical derivatization, obtained by XPS survey analyses
with the amination efficiency on top of each sample % (NH2/N). (b)
Comparison of the presence of the NH,* fragment on the different
surfaces, before and after amination, performed by ToF-SIMS where
EP showed the highest presence of the fragment compared to the
other surfaces, which was similar to results obtained after XPS anal-
yses. It should be noted that the intensity of the fragments was
normalized by the complete total signal in order to be able to compare
the results. Significant differences were determined by running a cne-
way ANOVA followed by Tukeys post-hoc method. A p-value < 0.05
was considered significant (*).

viability was observed under the EP conditions (>80%) when
compared to the PIII ones (>60%), while TT presented inter-
mediate behaviour with no significant difference with TT nor
with EP (>70%). Hence, EP exhibited the higher viability of all
the samples. Regarding the evaluation of the hemocompati-
bility, neither of the samples presented thrombus formation
after 20 min of contact with whole blood (Fig. 8b). The TT
conditions seemed to present a higher amount of free hemo-
globin and therefore the best hemocompatibility. However, no
significant differences were found among the different condi-
tions after statistical analysis, mainly because of the high vari-
ations observed.
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Fig. 7 Water contact angle of the surfaces before and after plasma
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presented a hydrophilic behaviour. Significant differences were
determined by running a one-way ANOVA followed by Tukeys post-
hoc method. A p-value < 0.05 was considered significant (¥).

4 Discussion

The aim of this work was to study different surface treatments
on L605 CoCr alloys with potential application for cardiovas-
cular devices. In order to find the most suitable oxide layer,
properties such as deformation and corrosion resistance, effi-
ciency towards direct functionalization (therein amination) and
biological performance in terms of cytotoxicity and hemo-
compatibility were studied.

Therefore, one of the initial properties that was sought after
for these oxide layers was the resistance to deformation, without
showing either cracks or delamination. After deforming them
up to 25%, similar to a stent deployment,*® some of the initially
proposed conditions exhibited cracks and delamination, as
observed in Fig. 1, meaning that their oxide layers were unstable
and not suitable for application. This may be explained by the
formation of brittle or too thick oxide layers that were not able
to sustain deformation. Regarding the thermal treated samples,
the only oxide layer to not exhibit cracks and delamination was
the one obtained at 400 °C for 1 h (Fig. 1), despite being
approximately 10 times thicker than the oxide layer obtained
after EP, as observed by the ToF-SIMS depth-profile results
(sputter time 600 s versus 60 s, respectively - Fig. 3). The failure
of thermal treatments at higher temperatures and longer times
could be related to the formation of bigger oxide crystals (as
seen in Fig. 1 for 500 °C - 2 h, and 600 °C - 1 h and 2 h). Similar
observations have already been described by Griffage et al
where they found that during thermal treatments the L605s
surface had a low resistance to oxidation, resulting in a thicker
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Significant differences were determined by running a one-way ANOVA followed by Tukeys post-hoc method. A p-value < 0.05 was considered

significant {*).

oxide layer as a function of temperature and time.* Moreover,
the mechanism for cracks and delamination proposed by Wang
et al. was considered, which involves the formation of
microcracks/voids and a high density of oxide particles on the
grain boundaries in the near-surface area that propagate
parallel to the alloy surface with deformation.’® These features
create a less ductile surface than the underlying bulk leading to
pecling, cracks and delamination. This mechanism explains
what was observed at the higher temperatures of the thermal
treatments (Fig. 1), making these conditions not suitable for the
desired application.

In the case of the PIII treatments, a higher bias voltage (—1
kv and —10 kV) appeared to induce a thicker oxide layer which
was unstable to deformation, without formation of crystals
compared to TT, as observed in Fig. 1, whereas the oxide surface
obtained at the lowest bias, —0.1 kv, sustained the deformation.
It is known that oxygen implantation doses can modulate the
crystalline structure (hexagonal Co-oxygen rich phase), and the
oxide layer thickness, thus leading to changes in the mechan-
ical properties (hardness).”*® The ion doses are higher when
the bias voltage applied on the sample is more negative, leading
to the acceleration of positive ions which are thus more
implanted (an increase of the oxide thickness). Thus, —1 kv and
—10 kV should create a thicker oxide layer than the one ob-
tained at —0.1 kV, which already needed a sputter time of 400 s
(Fig. 3, ToF-SIMS depth profile). Moreover, as can be observed in
Fig. 1, the failure of the PIIIs oxide layer is mainly due to
delamination rather than to the formation of cracks, as seen in
the thermal treatments. This behaviour might be related to the
amorphization of the oxide layer after the implantation of the
oxygen ions.”” Hence, due to their resistance to deformation,
only EP, as a base surface treatment, TT at 400 °C for 1 h and
PIII with a bias of —0.1 kV for 1 h of implantation of oxygen were
considered.

Another desired surface property for stent application is
corrosion resistance. Due to the composition of the alloy, the

Chermistry

concern of the release of potential cancerogenic ions, such as
nickel and chromium, into the blood stream is latent. It is
known that alloys such as L605 are resistant to corrosion due to
its percentage of chromium oxide,* but modifying its surface
composition can influence its corrosion resistance. To get
a better idea of the oxide layer stability and resistance to
corrosion, both Open Circuit Potential (OCP) and potentiody-
namic tests were performed (Fig. 5). As shown in this figure, EP,
the treatment with the thinnest oxide layer (Fig. 3) composed of
chromium oxides on the surface, based on XPS and ToF-SIMS
analyses (Fig. 2), was the most corrosion resistant compared
to the other ones. This can be attributed to the formation of
a passive layer by the Cr,0; surface, similar to what Sojitra et al.
observed on stainless steels.'” Furthermore, the corrosion rate
for PIII was not far from that of EP, which could be associated to
the “bilayer” composition of the oxide layer of the PIII treat-
ment. The topmost layer was composed mainly by cobalt oxides
then followed closely by chromium oxides, as observed via ToF-
SIMS depth analyses (Fig. 3¢). This change in both composition
and corrosion is similar to what was found by Lutz et al:*'
a diffusion of cobalt to the topmost layer of the alloy. This
increases the dissolution of this ion during the initial step of
corrosion, followed by a decrease of the corrosion rate by the
presence of the passive layer conferred by Cr,0;. Moreover, as
observed in Fig. 5, PIII exhibited the highest E,., meaning that
this oxide layer behaves as the noblest surface compared to the
2 other samples. However, all of the samples exhibited a stable
oxide layer as no increase nor decrease was observed during the
1 h of OCP. Finally, on the TT surface, a combination of chro-
mium and cobalt oxides are present on both the surface and in
depth (Fig. 3b). In fact, this surface chemical composition could
be related to the potential formation of a spinel (CoCr,0,)
which has been described previously in literature.*** Further-
more, after thermal treatments at higher temperatures, a dark
blue colour, characteristic of this compound, was observed
under polarized light (image not shown). The formation of this
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spinel added to the increase in the roughness of the surface, as
observed by AFM (Fig. 4), and produced the lowest values of
both E,. and E.o (Fig. 5), leading to a surface more prone to
corrode and thus an increase in the corrosion on the surface.
Regarding the direct amination of the different oxide layers
by plasma functionalization, it was found that all of the surfaces
changed their hydrophobic behaviour after plasma treatment to
a more hydrophilic surface as shown by the contact angle
(Fig. 7). This can be related to the nitrogen species formed after
the plasma treatments since surfaces functionalized with amine
groups can lower the contact angle of the oxide layers vig
hydrogen bond interactions.*® Furthermore, the nitrogen
content incorporated on the surfaces was assessed by XPS
survey analyses (Fig. 6a). Among the proposed surface treat-
ments, EP was the one with the smaller percentage of nitrogen
on the surface with around 10%, whilst TT and PIII were both
around 15%. However, the percentage of primary amine groups
on the surfaces on metallic substrates is around 1.5% with no
significant difference between the surfaces. When evaluating
the efficiency of the direct plasma amination, %NH,/N, EP was
the surface treatment with the highest efficiency, as observed in
Fig. 6a. Moreover, this observation was further confirmed by
ToF-SIMS analyses on the static mode of the NH," fragment
related to the primary amine group (Fig. 6b). Indeed, similar to
the XPS survey analyses, EP was the oxide layer that showed the
highest concentration of this specific fragment on the first layer
of its atomic composition, followed by PIIl and finally TT, which
had the lowest presence of this fragment on its surface. The
main hypothesis for this preferential formation of amines on
the EP surface could be explained by a substitution reaction of
-NH, on the surface hydroxyl groups (-OH), which are already
present in the surface of the L605 alloy and are generated
during the basic bath performed just after electropolishing.*
Nevertheless, when performing the thermal treatment and the
ion implantation, these -OH groups could be lost by re-
oxidizing the surface, therefore decreasing the amination

3

efficiency.

The biclogical performances of the different samples were
also assessed to ensure that the proposed surface treatments
were suitable for stent application. Therefore, the interaction of
the samples with blood and endothelial cells was evaluated. The
decreasing cell viability observed in the samples as EP > TT »
PIII, as observed in Fig. 8a, can be explained with the chemical
composition of the surfaces. As it was previously stated, the EP
sample has mainly chromium at the surface, PIII has mostly
cobalt, while TT has a mixture of both elements. Hence, our
results are coherent with previous works comparing the
behaviour of different cell types in the presence of chromium
and cobalt. Indeed, Rushton et al. compared these two elements
when in contact with osteoblast-like cells, proving that cobalt
has the most negative effect when compared to chromium and
to an alloy of both elements.” Other groups have also evaluated
the negative effect of the presence of cobalt in the proliferation
and collagen production of osteoblast-like cells.**
Maffi et al. also proved higher endothelial cell viability when
cobalt-chromium alloys were enriched with Cr at the surface.™
However, chromium, and specifically Cr, ", has also been proven

** Moreover,
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to reduce cell survival, which explains the limited difference
among all samples, as well as the decrease of cell viability when
compared to the positive control. These findings are also
coherent with the intermediate behaviour of TT between EP and
PII, mainly because TT has both Cr and Co at the surface.
When it comes to hemocompatibility, shown in Fig. 8b, all
samples presented promising results with no thrombus
formation after 20 min of contact with the samples. These
results are coherent with previous clinical studies comparing
several alloys used in biomaterials where cobalt-chromium
presented high hemocompatibility.*”** The different treatments
performed had no significant impact on the hemocompatibility
of the samples.

5 Conclusions

In this study, different surface treatments have been explored in
order to reach the most suitable surface, regarding oxide layer
stability towards deformation and corrosion, and for amination
efficiency. Some surface treatment conditions were discarded as
after deformation their surfaces showed cracks or delamina-
tion. The other treatments led to different oxide layer compo-
sitions and thicknesses as evidenced by XPS and ToF-SIMS
depth profiling analyses. Indeed, the EP surface was mainly
composed of a thin layer of chromium oxide, whereas PIIL
surface oxides exhibited a bilayer arrangement, with essentially
cobalt oxides on the outermost layer followed by chromium
oxides underneath and, finally, TT displayed the thickest oxide
layer of mixed chromium and cobalt oxides on the surface,
Corrosion performance showed that among the three proposed
surface treatments EP was the surface with the lowest corrosion
rate, followed by PIII and finally TT with the highest corrosion
rate, which was ~20 times more than EP. Then, regarding bio-
logical tests, the different surface compositions of the oxides
exhibited no significant differences among them. In the short-
term, it appeared to not induce a negative cellular response,
cell viability was higher than 60%, and to not induce thrombus
formation as evidenced by hemocompatibility tests. Concerning
direct plasma functionalization, it was found that all the
surfaces could be directly functionalized with primary amine
groups regardless of initial oxide layer composition. However,
regarding the amination efficiency, EP oxide composition
seemed to promote amine formation as evidenced by XPS and
ToF-SIMS analyses.

Therefore, among the different surface treatments, the EP
oxide surface displayed the best corrosion resistance as well as
the highest amination efficiency, and did not induce a negative
cellular response or thrombus formation. Thus, EP treatment
appeared as the most suitable metallic interface for the further
grafting of biomolecules. This direct amination of metallic
substrates and grafting of biomolecules, without any interme-
diate layer, emerges as a potential approach for a new genera-
tion of bioactive cardiovascular devices, aiming to lower post
implantation complications. Future studies will investigate
different grafting strategies of peptides on EP aminated
samples, their stability under pseudo-physiological conditions
and their biological performances.
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