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EXECUTIVE SUMMARY

The MIAUCE (Multi-modal Interactions Analysis angptoration of Users within a controlled
Environment) project is part of the sixth Framewprikgram. The University of Namur (UN),
through the involvement of both the InterdisciptjnaCentre for Technology Assessment
(CITA), and the Research Centre for Computer andl (@RID), as leader of the WP5 of the
Miauce project, is in charge of the ethical, legadl sociological aspects and plays many roles
all along the project. The two axes of the Uniugrsif Namur’s involvement in the project
focus on the internal aspect of governance (howesign Miauce applications taking into
consideration the ethical, legal and societal aspemn the one hand, and on the external
aspect of governance of the project (How to integlegal, ethical, sociological issues in the
European technological policies).A major challengéhis project is to integrate human values
(legal social and ethical aspects) as central desigerion along with more classical
traditional criteria of usability, economy, reliityi and correctness.

In this second period, we have achieved two maaaech results regarding the internal aspect
of the MIAUCE governance.

First of all, we have developed a methodologicaine enabling collective deliberation about
the ethical, legal and social issues involved ia tiesign of MIAUCE technologies. This

methodology is supported by two crucial optionshad to define. The first one consists in the
moral and the legal value from which one would sssthese technologies and their
application scenarios. In this report, we held tiegpect for, and encouragement of individual
autonomy (self-determination) and collective autago (the vitality of deliberative
democracy) are the two most sustainable referenoeiples or values that “value sensitive

design” should strive to reinforce. The secondarptielates to our role and responsibilities; as
researcher in human sciences and humanities, amepm the MIAUCE project. Considering
that ethics is not a theoretical knowledge that banlearned and appropriated by hearing
experts, but is rather an attitude or a posturkfenand work, the role we have held in the

project, with reasonable success, consisted inliegabur partners to acquire a reflexive and
ethically enlightened posture, which allows thenibéth understand and reflect on the ethical,
legal and societal impacts — both actual and piaientof industrial and technological choices.

Our methodology therefore always promoted a pasdiore and deliberative determination of

the ethical, legal and social constraints and \w&hoebe implemented through technological
design and industrial orientations. This was a mlukearning process through which we,| as
human scientists, have learned to better defingosition (or posture) and interventions and
through which our scientific and industrial parthemave had the opportunity to better
understand their ethical, legal and social respmlits#s in an increasingly technologized
world.

The second result of this WP5 second year congistthe actual introduction of value
sensitivity as a guiding criteria for the designtbé scenarios as they are now described,
adopting changes that have been considered negesgdor industrial nor scientific reasons,
but for ethical, legal and societal reasons justgythe adaptation of the initial specifications
of the technologies or in the organizational areangnts supporting their deployments
(blurring faces, clear specification of the fini@# of the technology, sensible data to| be
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1. INTRODUCTION
1.1.0BJECTIVES OFWP5

The University of Namur (UN), through the involvemieof both the Interdisciplinary Centre for
Technology Assessment (CITA), and the Researchr€é&mt Computer and Law (CRID), as leader
of the WP5 of the Miauce project, is in charge lué ethical, legal and sociological aspects and
plays many roles all along the project. Accordiagite first review recommendations, UN has two
main objectives to achieve in the MIAUCE projecho$e two objectives of the University of
Namur’s involvement in the project focus on theeintl aspect of governance (how to design
Miauce applications taking into consideration tliical, legal and societal aspects) on the one
hand, and on the external aspect of governancéeofptoject (How to integrate legal, ethical,
sociological issues in the European technologioéties).

The major challenge of this project is to integtatienan values (legal social and ethical aspects) as
central design criterion along with more classioaltraditional criteria of usability, economy,
reliability and correctness.

1.2.RESEARCH TASKS REPORTED IDELIVERABLE D5.1.2

During this year and based on the recommendatidheofeviewers, the SHS team has carried on
and reinforced its role of ‘intermediary’ makingetldialogue between industrials and scientists
more efficient and workable in order to design tesbgical scenarios compliant with the human
values sustaining our democratic society and gallerganization.

A succession of research steps has guided the &tsduring this 2d year.

First step: epistemological and governance considaions

This second year was first devoted to question steus and responsibilities of the SHS
intervention into technologically applied projetitee MIAUCE. This epistemological questioning
was a necessary first step to consolidate our aakk intervention methodology in this project,
taking into account both the expectations of outrfgais and our contractual mandate.

Next steps: construction and deliberation of the smarios

The next steps achieved during this second yeae wevoted to the social construction and the
collective deliberation of the three scenarios sufgal by the MIAUCE technologies. At the end of
the £'year of the MIAUCE project, the scenarios werget fully developed. By way of scenarios,
we had, at that time, basic hypothesis (escalat®tys supermarket marketing and interactive
webTV) in which the foreseen technologies couldl fiewarding applications. But in order to
design these technologies and be able to debatat apd work on the ‘societal’ requirements
constraining available organizational, technoloarad informational choices, transforming these
basic situations into detailed and realistic sdesawras a crucial step. The scenarios have thus bee
built following a collective learning and discussiprocess allowing each team to question its own
and its partners’ choices and to gradually ackndgdethe non neutrality, from the ‘societal’ point
of view, of the choices - either technical or gngational - to be endorsed. In order to sustaén th
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dynamic of this collective learning process, thethnodology described in Chapter 5 of the
deliverable 5.1. has been implemented and adjastdd make it more pedagogical and accessible
to all the involved teams.

1.3.ScopPE oF wB WITHIN MIAUCE SCENARIOS

During this year and based on the recommendatidheofeviewers, the SHS team has carried on
and reinforced its transversal role of ‘intermedianaking the dialogue between industrials and
scientists more efficient and workable in orderd&sign technologies compliant with the human
values sustaining our democratic society and gallerganization.

To support an efficient dialogue between the teamslved into the design of the technologies
supporting each scenario, we define and apply daimethodology of scenario building for the

three considered domains. This methodology candnsidered as a collective learning process.
(see the next point for the presentation of thehoekblogy)

1.4.SUMMARY OF PROGRESS

A summary of progress towards objectives and dstiil each task

This second year was first devoted to question steus and responsibilities of the SHS
intervention into technologically applied projetitee MIAUCE. This epistemological questioning
was a necessary first step to consolidate our antk intervention’s methodology in this project
taking into account both the expectations of outrigais and our contractual mandate.

The next steps achieved during this second yeae wevoted to the social construction and the
collective deliberation of the three scenarios sufgal by the MIAUCE technologies. At the end of
the £'year of the MIAUCE project, the scenarios werget fully developed. By way of scenarios,
we had, at that time, basic hypothesis (escalat®tys supermarket marketing and interactive
webTV) in which the foreseen technologies could fiewarding applications. But in order to
design these technologies and be able to debatat apd work on the ‘societal’ requirements
constraining available organizational, technologarad informational choices, transforming these
basic situations into detailed and realistic sdesaras a crucial step. The scenarios have thus bee
built following a collective learning and discussiprocess allowing each team to question its own
and its partners’ choices and to gradually ackndgdethe non neutrality, from the ‘societal’ point
of view, of the choices - either technical or gngational - to be endorsed. In order to sustain th
dynamic of this collective learning process, thethnodology described in Chapter 5 of the
deliverable 5.1. has been implemented and adjastdd make it more pedagogical and accessible
to all the involved teams.

This methodology consists in three major methodobldgteps.

In the first one, we develop a methodology helping partners to move from basic use
cases (as they were developed in the deliveraliléiseor" year) to detailed scenarios,
inciting all the involved teams to fully specifyehuse cases foreseen in their detailed
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technico-organizational dimensions or arrangemdifts was an important step forward,
which also eased the integration of work among kkapartners by forcing them to
debate about their visions and constraints in al kofi collective scenario building

process. As this exercise is important, it needbeowell organized and supported by
relevant framework in order to support an efficidaliberation.

In this process, the SHS team had a role of ‘tatdi’, organizing this collective process
and supporting it with a questionnaire helping cdint deliberation between the teams
involved.

The second step of this scenario building process lee considered as a ‘translation
procedure’ consisting in articulating the detagecifications collected in step 1 within a
meaningful context of the ‘future’ generated byshdechnologies pointing out the major
social, ethical and legal issues at stake. The d¢dlis step was the SHS team even if it
was achieved through the confrontation with albasged teams.

The ambition of the third step is to clearly pomit the societal choices raised by the
scenarios and the technologies at work in ordeertable collective deliberation and
ethical learning. So the figure endorsed by SHErigts during this step is not the figure
of the expert but the one of a situated advisoigbtgning the technicians and the
industrials about the problems and the questioisgadaby the technologies supporting
each scenario. Since The MIAUCE scenarios presemiedhe three domains of
application were obviously centered on the brighpacts of technologies, it was difficult
for the MIAUCE partners to clearly figure out exgicthe scope of the socio-technical
choices they faced. Moreover, the technologiesnatanerely ‘introduced’ into society,
nor do they conform, in their existence and evohitio the designers’ preconceptions. In
every technology resides a possibility of misus®. these two reasons, we decide to use
the methodology developed in the SWAMiroject and consisting in broadening the
scope of inquiry, from the bright scenarios desibto more realistic, and darker
versions of application scenarios epitomizing tlm¢eptial dangers and misuses of the
same technologies. The process highlights vulidred and threats. These dark
versions of scenarios are very valuable to unwédrnal limits and potential risks carried
by scenarios. In our deliberative approach, thesk sicenarios, even fictional as they are
at this stage, have helped the various partnetsetier understand the importance of
issues at stake.

This collective exercise leads the MIAUCE team ¢edesign some aspects of the technologies
involved in the scenarios and to re-consider tbemntexts of implementation in order to make them

respectful to human and democratic values and dantplith the legal frame that organizes our

society

Interim Milestones for WP5

! Punie, Y., Delaitre, S., Maghiros, I. & Wright, [eds.) “Dark scenarios on ambient intelligence:HHghting risks
and vulnerabilities”. SWAMI Deliverable D2. A repaf the SWAMI consortium to the European Commissio
under contract 006507, November 2005. http://swearés
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Month Id Milestones Measurable results WP Lead
contractor
20 Methodology for scenarios deliberation - Full methodological| WP5 UN
- Analysis of the issues raised by the roadmap developed

MIAUCE technogies - Recommendations

regarding the role and
responsibilities of Human
scientists in technological
project

- First analysis of the issue
raised by the technologig
at work in the scenario

n n

24 Socio-ethical and legal assessment 8bocio-ethical and legal requirementWP5 UN
the technological specifications at worlfor the technologies at work in each
in the scenarios and collectiescenario
deliberation about their adaptation

Table 1. Interim Milestones for WP5

Significant results

At the end of this 2d year, four significant reswdte achieved :

Table 2. An appropriate methodology to support the collextieliberation regarding
the ethical, social and legal choices at stake h@ design of a technology. This
methodology is presented in the introduction ofdkeéverable and supports the structure
of the deliverable

Table 3. An epistemological framework regarding the roles thsponsibilities and the
values that could support the implication of hunsarentists into technological design.
This result is presented in chapter 1.

Table 4. A precise understanding of the most significantuess raised by the
technologies at work in MIAUCE. These issues anglaned in the chapter 2 and in the
conclusion.

Table 5. The design of the technologies supporting eachasaeas they are not only a
technical product but also a social result of thi@ical deliberation animated by the
University of Namur.

Reasons for deviations
No deviation.

Reasons for failing to achieve objectives

None

Deliverable Summary
<milestones at M24>
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Del. Deliverable | WP Lead Nature Dissemination) Due Delivery| Delivered| Actual/ |Commentg
N° Name N° | Participant Level date from | Yes/No Forecast
Annex 1 Delivery
date

D5.1. Ethical,| 5 UN Document PU September i No September| none
2 legal and Annex 2008 13* 2008

and

social

issues

Table 6. Deliverable summary

1.5.STRUCTURE ANDPURPOSE OF THIDOCUMENT

In the first chapter, we question the status asg@assibilities of the human scientists intervention
into technologically applied projects like MIAUCEhis epistemological questioning was a
necessary first step to consolidate our role atehyention methodology in this project, taking into
account both the expectations of our partners and@antractual mandate.

Three crucial questions were debated and analyetds regard during this 2d year.

The first one relates to the ‘figures’ or ‘posturescial scientists can endorse when
participating into a technological project. Thissti question concerns the ‘roles and
responsibilities’ of SHS in such an applied conteatd the ‘values’ that should guide
their contribution and cooperation with the othtaksholders.

The second question challenges the status of tiaimgciences’ discourses when they take
part in the design of a technological artefact.

Finally, the last question concerns the possibibtyviden the scope of the SHS intervention
as to address societal issues at stake on a widee sand, in this way, foster democratic
debates about the relevant ethical, legal and sddssues.

As such, these epistemological considerations itwté to shape a sound democratic internal
governance for the project.

Epistemological and Governance considerationare presented i€hapter 1 of the deliverable
5.2

The next steps achieved during this second yeae wevoted to the social construction and the
collective deliberation of the three scenarios sufgal by the MIAUCE technologies. At the end of
the £'year of the MIAUCE project, the scenarios werget fully developed. By way of scenarios,
we had, at that time, basic hypothesis (escalat®tys supermarket marketing and interactive
webTV) in which the foreseen technologies couldl fiewarding applications. But in order to
design these technologies and be able to debatat apd work on the ‘societal’ requirements
constraining available organizational, technologarad informational choices, transforming these
basic situations into detailed and realistic sdesawras a crucial step. The scenarios have thus bee
built following a collective learning and discussiprocess allowing each team to question its own
and its partners’ choices and to gradually ackndgdethe non neutrality, from the ‘societal’ point
of view, of the choices - either technical or gngational - to be endorsed. In order to sustaén th
dynamic of this collective learning process, thethndology described in Chapter 5 of the
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deliverable 5.1. has been implemented and adj@stdéd make it more pedagogical and accessible
to all the involved teams.

A series of steps have supported this methodoldéggenario building.

Table 7. In the first one, we develop a methodology helghmgpartners to move from
basic use cases (as they were developed in theeddies of the *Lyear) to detailed
scenarios, inciting all the involved teams to fudlyecify the use cases foreseen in their
detailed technico-organizational dimensions orrayeanents. This was an important step
forward, which also eased the integration of wonkoag Miauce partners by forcing
them to debate about their visions and constraingskind of collective scenario building
process. As this exercise is important, it needbeowell organized and supported by
relevant framework in order to support an efficidaliberation.

Major results of this step arethequestionnaire (annex 1l)and the scenarios narrations (see for a
complete version: thindustrial deliverable — and for arexecutive version the chapter 2f the
deliverable 5.2)

Table 8. The second step of this scenario building process lie considered as a
‘translation procedure’ consisting in articulatittge detailed specifications collected in
step 1 within a meaningful context of the ‘futurgénerated by those technologies
pointing out the major social, ethical and legalis at stake. The lead of this step was
the SHS team even if it was achieved through timérontation with all associated teams.

Major results of this stepare presented in tiéhapter 2 of the deliverable 5.2.

Table 9. The ambition of the third step is to clearly pomit the societal choices
raised by the scenarios and the technologies ak wororder to enable collective
deliberation and ethical learning. So the figurdased by SHS scientists during this step
is not the figure of the expert but the one oftaaged advisor enlightening the technicians
and the industrials about the problems and the tigumssraised by the technologies
supporting each scenario. Since The MIAUCE scesagriesented in the three domains
of application were obviously centered on the Hrighpacts of technologies, it was
difficult for the MIAUCE partners to clearly figureut exactly the scope of the socio-
technical choices they faced. Moreover, the teaigiet are not merely ‘introduced’ into
society, nor do they conform, in their existenced agvolution, to the designers’
preconceptions. In every technology resides a biisgi of misuse. For these two
reasons, we decide to use the methodology developéde SWAMF project and
consisting in broadening the scope of inquiry, frdme bright scenarios described, to
more realistic, and darker versions of applicatsmenarios epitomizing the potential
dangers and misuses of the same technologies probess highlights vulnerabilities and
threats. These dark versions of scenarios are wadpable to unveil internal limits and

2 Punie, Y., Delaitre, S., Maghiros, I. & Wright, [eds.) “Dark scenarios on ambient intelligence:HHghting risks
and vulnerabilities”. SWAMI Deliverable D2. A repaf the SWAMI consortium to the European Commissio
under contract 006507, November 2005. http://swearés
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potential risks carried by scenarios. In our dellige approach, these dark scenarios,
even fictional as they are at this stage, hav@duelthe various partners to better
understand the importance of issues at stake. clitiisctive exercise leads the MIAUCE

team to re-design some aspects of the technolagvesved in the scenarios and to re-
consider their contexts of implementation in ortlemake them respectful to human and
democratic values and compliant with the legal #ahat organizes our society

Major results of this stepare presented iB@hapter 2 andChapter 3 of the deliverable 5.2.

In the conclusion, we explore the critical issu¢dl semaining with regard to the general
epistemological, cultural and political paradignppgarting the design and deployment of such
multimodal observation technologies. Particulaviyg, address these most critical issues, which no
adaptation or change in technological design owsirial organization can solve, since these
guestions concern the broader epistemologicaly@iland political bases on which these emerging
technologies are grounded.
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ABSTRACT

This abstract provides an overview of the mainasde activities carried on by Social and Human
Scientists (SHS), i.e. University of Namur (WP)ridg this 2d year of the MIAUCE project.

During this year and based on the recommendatidheofeviewers, the SHS team has carried on
and reinforced its role of ‘intermediary’ makingetldialogue between industrials and scientists
more efficient and workable in order to design tesbgical scenarios compliant with the human
values sustaining our democratic society and gallerganization.

A succession of research steps has guided the &tsduring this 2d year.

FIRST STEP EPISTEMOLOGICAL AND GOVERNANCE CONSIDERATIONS

This second year was first devoted to question dtedus and responsibilities of the SHS
intervention into technologically applied projetitse MIAUCE. This epistemological questioning
was a necessary first step to consolidate our aiabk intervention methodology in this project,
taking into account both the expectations of outneas and our contractual mandate. Three crucial
guestions were debated and analyzed in this reandg this 2d year.

The first one relates to the ‘figures’ or ‘postursscial scientists can endorse when participating
into a technological project. This first questiomncerns the ‘roles and responsibilities’ of SHS in
such an applied context, and the ‘values’ that khguide their contribution and cooperation with

the other stakeholders.

The second question challenges the status of timiamsciences’ discourses when they take part in
the design of a technological artefact.

Finally, the last question concerns the possibtlityviden the scope of the SHS intervention as to
address societal issues at stake on a wider saadejn this way, foster democratic debates about
the relevant ethical, legal and societal issues.

As such, these epistemological considerations e to shape a sound democratic internal
governance for the project.

Epistemological and Governance considerationare presented i€@hapter 1 of the deliverable
5.2

NEXT STEPS CONSTRUCTION AND DELIBERATION OF THE SCENARIOS

The next steps achieved during this second yeae wevoted to the social construction and the
collective deliberation of the three scenarios sufgal by the MIAUCE technologies. At the end of
the £'year of the MIAUCE project, the scenarios werget fully developed. By way of scenarios,
we had, at that time, basic hypothesis (escalatetys supermarket marketing and interactive
webTV) in which the foreseen technologies couldl fiewarding applications. But in order to
design these technologies and be able to debatat alpd work on the ‘societal’ requirements
constraining available organizational, technologarad informational choices, transforming these
basic situations into detailed and realistic sdesawras a crucial step. The scenarios have thus bee
built following a collective learning and discussiprocess allowing each team to question its own
and its partners’ choices and to gradually ackndgdethe non neutrality, from the ‘societal’ point
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of view, of the choices - either technical or engational - to be endorsed. In order to sustai th
dynamic of this collective learning process, thethndology described in Chapter 5 of the
deliverable 5.1. has been implemented and adj@stdéd make it more pedagogical and accessible
to all the involved teams.

A series of steps have supported this methodoldggenario building.

Writing the scenarios: from domains to detailed saearios

In the deliverable 5.1., we have approached ‘segnas a ‘meaning making exercise’ that
stimulates exchange of ideas and sound deliberabont the choices of potential foreseen futures.
In order to underline the social and epistemoldgittaensions of the concept of “scenario”, we
have adopted L.B. Rasmussen’s definition as thal joaint of our methodology. According to L.B.
Rasmussen,

Scenarios are flexible means to integrate disparate ideas, thoughts and feelings into holistic images
providing context and meaning of possible futuress.

Achieving this ‘meaning making’ exercise requiresl to move from basic use cases to detailed
scenarios, inciting all the involved teams to fudlgecify the use cases foreseen in their detailed
technico-organizational dimensions or arrangemenss was an important step forward, which
also eased the integration of work among Miaucénpes by forcing them to debate about their
visions and constraints in a kind of collective o building process. As this exercise is
important, it needs to be well organized and sujgpoldoy relevant framework in order to support an
efficient deliberation.

In this process, the SHS team had a role of ‘tatdi’, organizing this collective process and
supporting it with a questionnaire helping effidieleliberation between the teams involved.

Each scenario (safety, marketing and WebTv) has lhaggeted by a specific questionnaire
answered by the industrials and technicians direetlolved in the development of the application
foreseen. The questionnaires were very factuapaagimatic in addressing :

* The ‘process vision' of each scenario (a full description of all the processes supported by the
foreseen application). This textual description had to be made in very accurately and exhaustively
for each concerned process, using the same sequential frame as the one used for a storyboard
describing for each process the technical support expected from the foreseen applications.

* The ‘actors vision’ of the scenario (a full description of the actors involved by the foreseen
application). This aims at deliberating about the roles and responsibilities of the various actors
directly or indirectly concerned by this application.

* The ‘data vision’ of the scenario (a full description of the data collected and of the various uses
made of these data). This description deals with the nature of the collected data, the
organizational details of data storage, and a full description of their potential uses (analysis,
decision, communication, disclosure...)

3 Rasmussen, L. B., The Narrative Aspect of ScerBuitding. How Story Telling May Give People a Memaf the
Future, Online publication 12-8-2005, Springer ¥grlLondon Limited, 2005.
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* The *finality vision’ (a full description of the main finalities envisioned for the application). This
deliberation aims at rendering the intentionality behind the scenario explicit, and, as a
consequence, to better identify responsibility issues involved by each scenario.

This scenario building process was organized in taunds. The first round resulted in a draft
version of the scenarios. Based on additional questaised by the SHS team, the partners were
then invited to refine and enrich this first versim order to provide a more precise and accurate
view of each application.

This exercise was most useful, providing a criticpportunity to each of the associated teams to
express their visions, expectations and constraimith regard to the applications under
development.

Major results of this step arethequestionnaire (see annex 1) and the scenarios narrations (see fo
a complete version: thadustrial deliverable D.6.2.— and for arexecutive version the chapter 2
of the deliverable 5.2)

Situating the scenarios: from paradigm to legal cotext

This step of the scenario building process candmsidered as a ‘translation procedure’ consisting
in articulating the detailed specifications colkgttin step 1 within a meaningful context of the
‘future’ generated by the application. The leadtlot step was the SHS team even if it was
achieved through the confrontation with all asstecldeams.

To support this stage, three conceptual frames bage used.

The first one does consist in resituating the seesaand the technologies at work within the
relevant socio-technical and epistemic paradignis bloader contextualization allowed for a better
identification of both the societal and epistemonditions and consequences of the project. We
have called this configuration of societal, teclogotal and epistemic frames, at least temporarily,
the “multimodal observation paradigm”. This paradigombines multimodal capture of data
“extracted” from human bodies (facial expressioage gaze, postures and motions) with an
implicit understanding or interpretation of thesatadas valid and privileged sources of “truth”
about the persons, their preferences, intentiand@towing the preconception according to which
the ‘body does not lie’ whereas,contrario anything transiting through the prism of indivitkia
consciousness B priori suspect and unreliable. This paradigm and itseeélhypothesis decrease
the subjects’ self-determination (autonomy). Théeduinistic codes of intelligibility built in the
multimodal observation paradagm does not allowviddials to impact on the “informational
image” compiled of themselves nor on the intergi@athereof. Moreover the “informational”
image of the subject has performative effects errélal subject’s perceptions of what is expected in
terms of attitudes, behaviours and preferenced) thié result, already exposed in the previous
deliverable, of increased democratically detrimeataicipative conformity in society.

The second frame used aims at better approachiagfitialities of the scenarios and the
technologies involved. These scenarios are markdthalities of safety and marketing. To better
approach these ones, we have used the typologyopedeby C. Muller and D. Boos (2004) about
the surveillance technologies and a typology depatloby ourselves regarding the major systems
for marketing approach of individuals. These typgods have served as tools to clearly situate the
foreseen applications and their finalities in ortteconsolidate the collective understanding about
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the social meaning of these scenarios. In our legrprocess, working with those tools allows a
first awareness about the major issues relatduetgsdenarios under building.

This new paradigm and their related applicationsthess ones proposed in MIAUCE question
urgently the traditional legal frame that organiaes supports the social order of our society. Many
legal concepts and principles, as privacy, respditgi and human rights are particularly
guestioned by those technologies.

This new reading of the scenarios with these tfi@®es gave the opportunity for all associated
teams to clearly understand first of all that tker@rios and the technologies at work were not
neutral from human and social points of view. Tieiading gave also a clear insight regarding the
guestions (legal, ethical and social) that havéd¢oexplored in order tonake these scenarios
respectful of human values and by then acceptabla the broad sense defined in chapter 1.

Major results of this stepare presented in th&éhapter 2 of the deliverable 5.2.

Exploring and broadening the scenarios: social, etbal and legal issues

This step consists in analyzing the issues raigethé scenarios. This analysis is led by the SHS
scientists and framed by the human values and fggatiples defined in chapter 1. To support this
scenarios assessment, we used the three levelsictusation defined by A. Giddens. According to
Giddens any social construct, as the scenarioshogyld be questioned and analyzed with regard to
three main dimensions:

* Meaning: what social organization (coordination between actors and between actors and devices)
embedded into the scenario?

* Power : what is the implicit distribution of power suggested by the scenario in terms of distribution
of responsibility and capacity between the actors involved?

* Norms and values : what are the implicit norms and values sustained by the scenario to justify it
and to legitimate or regulate the behaviors of the actors involved?

The ambition of this analysis is to clearly poinit the societal choices raised by the scenarios and
the technologies at work in order to enable calectleliberation and ethical learning. So the fegur
endorsed by SHS scientists during this step ighmfigure of the expert but the one of a situated
instructor enlightening the technicians and theustdals about the problems and the questions
raised by the scenarios under discussions.

Since The MIAUCE scenarios presented in the thremains of application were obviously
centered on the bright impacts of technologiesais difficult for the MIAUCE partners to clearly
figure out exactly the scope of the socio-technatadices they faced. Moreover, the technologies
are not merely ‘introduced’ into society, nor deyhconform, in their existence and evolution, to
the designers’ preconceptions. In every technolegydes a possibility of misuse. For these two
reasons, we decided to use the methodology dewkloptne SWAMI* project and consisting in

4 Punie, Y., Delaitre, S., Maghiros, I. & Wright, [eds.) “Dark scenarios on ambient intelligence:HHghting risks
and vulnerabilities”. SWAMI Deliverable D2. A repgaf the SWAMI consortium to the European Commissio
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broadening the scope of inquiry, from the brightas®s described, to more realistic, and darker
versions of application scenarios epitomizing treeptial dangers and misuses of the same
technologies. The process highlights vulnerabgitand threats. These dark versions of scenarios
are very valuable to unveil internal limits and emtal risks carried by scenarios. In our
deliberative approach, these dark scenarios, @ggarfal as they are at this stage, have helped the
various partners to better understand the impoetanéssues at stake.

This collective exercise has led the MIAUCE teanrdealesign the technologies involved in the
scenarios and to re-consider their contexts of émgintatiorin order to make them respectful to
human and democratic values and compliant with théegal frame that organizes our society.

Major results of this stepare presented iB@hapter 2 and chapter 3of the deliverable 5.2.

The whole process followed into the WP5 can beidensd as a collective learning process :

* For SHS, this second year of the project gave them the opportunity both to better define their
position and responsibilities into the project and to adapt their methodology to make it more
efficient and accessible to all partners;

* For the industrials and scientist in charge of the project design, this process made the issues and
the values questioned by the technologies at work more tangible and then allowed a better
understanding of the importance to question and to adapt technological design as to make it, from
the very first stage of the conception, as compliant as possible with the human values and legal
principles sustaining our deliberative democracy. This process has also reinforced all partners’
awareness of their social responsibilities.

under contract 006507, November 2005. http://swezrés
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CHAPTER 1: HUMAN SCIENTISTS IN THE MIAUCE
PROJECT
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INTRODUCTION

This first chapter addresses the question of @eistand of the responsibility of human sciences in
technological project funded by European Commissitiat aims at developing surveillance,
detection and monitoring systems targeted at hupeangs. Besides technological challenges, these
technologies raise societal issues with crucialaotp on both the individual autonomy of the
‘users’ and the vitality of the democracy, two sbal values we consider mutually productive of
each-other, or “co-original” This first chapter gives an overview of the eigrece and reflections

of the authors who, from their respective backgdsuim ethics, law and sociology, have now been
committed in the MIAUCE project for a time sufficie to draw the first methodological
conclusions regarding their interactions with stifenand industrial partners specialized in body
recognition and tracking technologies, and thepliaptions.

1. FROM TECHNOLOGY ASSESSMENT TO VALUE SENSITIVE DESIGN

Along the different framework programs (FPs) orgadi by the European R&D, the status and
responsibilities of human sciences have evolvededhmajor steps characterize this evolution,
showing a gradual shift from a general policy admysrole to a more local and instrumental role
inspired by the “value sensitive design” paradight.the very beginning of the FPs, human
sciences were supposed to provide political guidamod recommendations regarding the

® The relationship betweeso-originality, in the sense given to the concept by Habermassigaawls (co-originality

of individual and collective autonomy, inseparapilof individual liberty and deliberative democracynd co-
construction, in the sense given by Jasanof (co-constructionechnio-science and society through the mutual
reinforcement of the representational regimes edtoly technology and in society.)

Maybe the concept afo-generationality may be misleading in the present context, if #eder tries to connect it to
the known theories of co-originality and co-conestien. We would opt for using “co-originality” heras it situates our
thought from the start in the habermasian theomooafimunicational action, which is quite relevantdar position.

For references, on the relation between privateparaic autonomy, here is the text of the footnb®eof Antoinette
Rouvroy’s paper on « Privacy, Data Protection, tnmedUnprecedented Challenges of Ambient IntelligemcStudies in
Ethics, Law and Technology , Berkeley Electronied3tr 2008. :

« The inspiration for the link between private gnblic autonomy (the idea that they are ‘co-oritga or mutually
productive of each-other) is to be found in Jurbedermas’s discourse theory of law (especially étvien Facts and
Norms, MIT Press, 1996) according to which “Justséhaction norms are valid to which all possiblieeted persons
could agree as participants in rational discoursé€sie could interpret as an application of thissiheof the co-
origination thesis the defense of privacy on theugd of its structural value for society to be refad example, in Paul
M. Schwartz, and William M. Treanor, “The New Rxoy”, Michigan Law Review, 101, 2003, p.216. Onilelative
autonomy, see James E. Flemming, “Securing Delilver&utonomy”, Stanford Law Review, Vol. 48, N.1995, pp.
1-71, arguing that the bedrock structure of delibiee autonomy secures basic liberties that araifsignt
preconditions for persons’ ability to deliberateoaband make certain fundamental decisions affgdtieir destiny,
identity, or way of life. On deliberative democragee James E. Flemming, “Securing Deliberative @eaty”,
Fordham Law Review, Vol. 72, p. 1435, 2004. Endgsihe concept of a co- originality of private apudblic
autonomy as developed by Jurgen Habermas in Beti@ets and Norms. On the concept of co-originatige Rainer
Nickel, “Jirgen Habermas’ concept of co- originalih times of globaliation and the militant secyritate”, IUE
Working Paper Law, 2006/27. »
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Commission’s technological policies and investmeAtsthis stage, a major challenge consisted in
providing an advisory body composed of human sientwith an institutional settlement that
would guarantee their independence and autononaynstgvarious pressures and undue influences
from political, technological and industrial spheré&ollowing criticisms motivated by the general
advisory recommendations’ lack of impact over petgeat work, a second step in the evolution of
the role of SHS in FPs was marked by the developme@mSER programs which funded human
sciences projects dedicated to societal aspectsivew in R&D projects supported by the
Commission. The results of this second step wese aluch criticized for keeping technical and
societal projects separated and without interastiém order to respond to the crucial necessity of
interdisciplinarity and dialogue between SHS armahm®logy, a further strategy has been deployed
in FP6 and FP7, integrating SHiIBo technical R&D projects, with the specific respoiigip to
impact on technical designs as to make them, fiteenstart, “socially compliant” or acceptable.
This strategy, inspired by social constructivisnd dpy the theories of the social shaping of
technology, which all consider that technologicdlfacts aresocially constructed by the actors
involved in both their design and appropriation. the methodological level, this theoretical
position has given rise to the so-called “valuesgere design” oriented towards an enhanced
integration of ‘moral values’ from the very stagistage of technological design.

During this project we have experienced differegtifes or roles from which to assess the ethical
aspects the contemplated technologies. Two maiectags or considerations have shaped these
figures.

The first objective pointed towards thiaternal governanceof the project, the ethical scene being
here restricted to the teams of industrials andnsisits involved in the project. On that scene, our
main task was to set up the conditions for a sotoitéctive deliberation on ethical issues and
dilemmas raised by the project. To work towards tijective, we have tried different figures or
roles, and we feel the are worth discussing andsasy, to foster the potential to learn from this
experience.

Our second objective was targeted towards #detnal governanceof the project, aiming at
including “society at large” into the deliberat®oabout the technologies at work. At stake is the
possibility to make a wider deliberation emergenrfrthe restricted scene of one specific project
and, in this way, to contribute to building the ddions for widening the democratic debate around
these technologies and the societal issues theiewThis concern for external governance raises
the difficult challenge — political and pragmatiof widening the scene for the democratic
deliberation, considering that the technologiesvatk into the project are bearing societal issues
and projects that have to be deliberated on arnagene. Both internal and external governance
aspects of our contribution to the MIAUCE projeotitd hopefully help the European authorities to
better define and design the responsibilities aheisrof human scientists in future R&D European
programs.

This integration of human sciences within technmalgprojects raises at least three major critical
guestions.

The first one relates to the ‘figures’ social stigis can endorse when participating into a
technological project. This first question attegisthe underdetermination of human scientists’
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‘role’ and responsibilities in such a context, aridhe ‘values’ that should guide their contributio
and cooperation with the other stakeholders.

The second question challenges the status of timiamsciences’ discourses when they take part in
the design of a technological artifact.

Finally, the integration of SHS within the techngilmal design process raises the question whether
and how the involved SHS teams should or could mitie scope of their intervention as to address
societal issues raised by the project they arelwedbin on a wider scene, and, in this way, foster

democratic debates on the relevant ethical, legdisacietal issues.

2. THE FIGURES OF HUMAN SCIENTISTS

2.1. The limits of the expert status

Traditionally, discussions on ethical issues areuthvented by the acknowledgment of an ethics
committee of any sort, in charge of providirex ante all relevant recommendations for having
ethical standards complied with. The figure endbtsgthe ethics committee members is the figure
of the expert. In the MIAUCE project, the SHS tedoes not consider that figure to be the most
appropriate to endorse.

More than a set of standards to be complied withicg, Jean Ladriére suggests, is a “savoir-faire”,
a capacity to make moral choice when faced witasibns raising unprecedented ethical dilemmas
or challenges. In that frame, Ladri@remphasizes that ethics is not the ‘exclusive tassinof
experts in ethics: ethics cannot be transferrettanned as a theoretical knowledge but has to be
practiced in order to be genuinely appropriatedhmge who face an ethically challenging situation.
As a consequence, Ladriére explains:

... hobody has a privileged competency in ethibss i why an ethical approach could only
be a collective process through which the diffepgogitions have to be confronted, with the
hope of a convergence of these positions justifiedhe believe of the universality of the
human reasoh

Agreeing with Ladriére’s position forces us to ddes alternative figures we have and could
endorse, as SHS scientists in the MIAUCE projent, #@ clearly identify our responsibilities and
legitimacy into the project.

2.2. From learner to facilitator

Various figures have successively marked the ppatfion of the human scientists into the
MIAUCE project. These positions are much in linghaivhat Ladriere suggests regarding the role
of “accompanier” that human scientists should hine the ethical process. This role appeared
difficult to play during the project since the eixjil expectations of the scientific and industrial
partners were more demanding for the figure ofeakpert, deciding for them on ethical issues,

® Ladriére, J.'éthique dans I'univers de la rationalitértel / fides, Namur, 1997.

" Ibidem

Version 1.0 11/09/2008 29 WWW.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C 1 D5.1.2 Page 30 / 141

Ethical, legal and social issues

giving them clear indications of what is sociallycaptable and what is not, and of how to design
the technology and its applications as to make theaially acceptable and compliant with legal
requirements.

2.2.1.LEARNER

“Learner” is the first figure that human scientibesve adopted into this project. In fact, this pobj
confront human scientists to unknown technologisalices that they have to deeply understand in
their specifications and constraints in order tabke to dialogue with their scientific, technieald
industrial partners in the project. This learnimggess does not only concern the technical bases
and knowledge at work into the project but also ihigerent or implicit societal assumptions
guiding and shaping the design of these techndodyethat sense, being involved from the design
stage of technological development gives us, asahustientists, an interesting opportunity to
investigate the technology from an ‘insider’ poarfitview and to better approach technical choices
and the related assumptions regarding human baimgsocietal meanings. Among other things,
being directly involved into this project gives tise opportunity to better understand the
technicalities and implications of devices suppgythuman body modeling and the ‘interpretation’
of patterns of human bodies’expressions throughexample, a ‘grammar of emotions’ designed to
interpret facial expressions. Our ‘insider’ learpasition also allows us to better understand the
processes and rationales involved in the congiitutind enrichment of users’ profiles, their
contribution to the individualization and conteXtmation of service and information delivery, and
the societal implications thereof. Grasping the plaxities of the profiling processes is indeed
crucial for understanding what, exactly, and howdividualization and contextualization of
services and information provision may raise satiebncerns.

To support this learning process, we have organigsis to the associated laboratories and
developed a questionnaire, which each associated tes filled, concerning the technology, its
deployment into applications, its social meanirfgen the point-of-view of each partner, and the
related societal issues. This questionnaire arahidysis helps to better identify and understaed t
rationalities at work, as well as the motivatior$ohby the technical and the industrial teams when
working towards the development of these technebgnd their related applications.

2.2.2. INVESTIGATOR OR TRANSLATOR

The second figure adopted by the human scienhidisis project is the figure of the investigator or
the translator. This figure consists in repositignihe technologies involved in the project within
broader technico-social landscape. Through thigréigthe major societal trends and expectations
that give rise to such project are questioned dieoto clarify the societal background. This sadiet
background can be approached through the analysisothh scientific literature and political
discourses that compose the implicit or explicinie of the project. At this stage, the role of SHS
scientists consists in drawing this framing langscahe cultural, social, economic, philosophical
specificities of the time that encourage the dgwelent of such projects whilst also supporting the
claimed legitimacy of its resulting applicationshelinvestigator or translator figure is important,
for it allows to better capture the rationality atheé “claimed legitimacy” supporting this kind of
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projects and the subsequent assumptions aboutdttexlavalue it brings to the society. In order
word, this research aims at unveiling the regimfesistification (Boltanksi and Théverfdtor the
‘Cui Bono’ framing the project. For instance, itpgars obvious that the MIAUCE project carries
and relies on an implicit set of assumptions aldittng societal demands for increased security with
specific preconceptions identifying observationswtlihe human body (and its observable patterns
of appearance and behaviours) as the ultimate safrtruth about human individuals, and as
having a privileged predictive value regarding theire actions, behaviors, preferences of these
individuals. This is one of the tacit epistemol@jiassumptions reinforcing the “legitimacy claims”
of body tracking and emotion recognition technadsgi

2.2.3.INSTRUCTOR

The third role adopted by social scientist is th&rnuctor one. As instructors, social scientistgeeha

to explore and ease the understanding of ethiegdl land societal issues raised by the projecs Thi
role is exploratory and explanatory, and tends tepg@re the collective ethical and societal
deliberation to be held with all teams involvedhaitthe project. This task, as it will be explained
in the next section, is not neutral. It consistsanfronting what social scientists observe froeirth
insider position in the project about its socid¢taming to the values and the principles coming out
from our tradition and culture. This requires theman scientists to clearly set up the working or
explorative principles and values from which thegess and analyze the project and the associated
technologies, and thus, to situate their analysid assessment. The working and explorative
principles we adopted, and that we selected forrdason that they are among the very rare
principles reaching a large consensus in socia@nseis, with conceptual translations across the
various disciplines (especially across the disogdiof ethics, law and sociology), are the prirgspl

of autonomy on the one hand, and deliberative demsymn the other hand. These two principles
or ‘values’ will serve as the ultimate ideals agaiwhich to assess and evaluate the ethical, social
and legal implications of the MIAUCE project, and guiding principles for identifying the
objectives of “value sensitive” design.

This assessment obviously requires to understamdirhlity of the technology developed and to
identify their potential applications, as to meastire impact they may have on ‘users’ autonomy
and on the vitality of deliberative democracy.

2.2.4 FACILITATOR

The fourth role is the role of facilitator. Thisleoimplies the responsibility of setting a sound
ethical deliberative process amongst the teamdvadolt is supposed to remain neutral as much as
possible, in order to keep a critical distance fribra debates and the participants. It is a kind of
intermediary, facilitating both negotiations conses building. Michael Doyle (2007) characterizes
the facilitator as:

8 Boltanksi, L. and Thévenot, L., De la justificatid_'économie de la grandeur, Gallimard, Paris,a.99
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An individual who enables groups and organizatiaies work more effectively; to

collaborate and achieve synergy. She or he is at&u neutral' party who by not taking
sides or expressing or advocating a point of viewmrdy the meeting, can advocate for fair,
open, and inclusive procedures to accomplish tlegis work.

Two remarks have to be made about the facilitatafs into the MIAUCE project. First of all, as
will be explained later on, as facilitator we haeecouraged and activated the collective
deliberation by broadening the scope of currentiegiion scenarios first presented by the technical
and industrial partners. Through this broadeningcess, we have drawn or designed ‘dark
versions’ of the actual scenarios in order to emseasocietal issues virtually raised by the
MIAUCE project and to bring ‘empirical’ evidenceassaining the necessity for a sound societal
deliberation about the development and implemasriaif such technologies. Secondly, contrary to
the neutrality imperative claimed by M. Doyle, wensider this requirement as a fiction since we,
as human scientists, are also stakeholders oMM&JCE project. Therefore we acknowledge our
position assituatedfacilitators bearing, just as every other stakeholders, mardlathical values
guiding our intervention and contribution to thejpct. This status of situated facilitators regsiire
us to define and explain our ethical or moral baglgd. This clarification will be made in section
3.

From expertise to situated speech

Our initial mandate into the MIAUCE project consgtfor the most part in addressing the social,
legal and ethical issues raised by the surveillaarw observation technologies developed in the
project, and to assess its social acceptabilityt, Yfee concept of “social acceptability” itself
deserves some critical assessment.

3.1. Utilitarianism and relativism of the social aceptability concept

Inspired by a kind of preference utilitarianism ntaining that whatever satisfies the preferences or
desires of an individual involved in an action isrally right (see, for instance P. SINGER), M.W.
BRUNSON™ defines acceptability as:

A condition that results from a judgmental procégswhich individuals 1) compare the
perceived reality with its known alternatives; aBpdecide whether the real condition is
superior, or sufficiently similar, to the most favable alternative condition.

According to BRUNSON, the term ‘social acceptadpiliefers to aggregate forms of public consent
whereby judgments are shared and articulated hgeartifiable and politically relevant segment of
the citizenry. In this perspective the norms emdayen a democratic exercise involving all the
concerned actors.

° Beside this, one can say that the diplomat couldether valuable attitude, because of that fiacdities also
interactions between opposite camps. But finallg, a@id not decide to choose that figure becausehefrisk of
compromises that it contains. For a discussioutthe diplomat figure, see the MIAUCE deliverablé.1., 2007.

1 Brunson, M., W., « A definition of “social accepiiity” in ecosystem management” in Brunson, M., Keu, L.,
Tyler, C. and Schroeder, S., (EdsDgfining social acceptability in ecosystem managegme workshop
proceedingsGeneral technical Report PNW-369, Portland, 1996.
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Beyond the pragmatic problems (democratic reprasent deliberative procedures, asymmetry of
actors capabilities, etc) raised by a such an agbrand well analyzed by M. MAESSCHALK 11

and beyond the critical aspects of a sound andipahenethodology that could be applied in the
restricted frame of the project, this social acabpity approach confronts us to two major
problems.

First, the concept of social acceptability convagsto a scene on which the technological project
and its embedded social meanings cannot be refusedontested but merely adjusted, re-shaped
as to make it compliant to the ‘public’ judgmentdasettiement. Using this social acceptability
realm forecloses any radical critique, oppositiortantestation, and subtly engages us on the path
of silent conciliation. In other words, this argbabarrows the margins of action or the latitudes w
have, as social scientists, in this type of exercl$hat is why, following the recommendation drawn
by Marris and alii, we will not indicate

“how to improve the social acceptability [...] walit changing the nature of that which is
“accepted” (...) “Improving the social acceptability'bf technology can be envisaged
stereotypically either as rendering a proposedstiad technology (or product, or decision)
accepted by promoting change among the public aeadering the technology acceptable,
by promoting change in the technology developmatht T he first interpretation is the most
commonly found, both in the expectations of thoke wromote (and fund) the public
perception research, and in the work of some saaantists in the field. We do not believe
that social science research can or should aim Bstigally to improve the social
acceptability of technologies, if it means to fil@ie the smooth (uncontroversial) social
uptake of a technology without making any changethé technology development path.
Instead, we suggest that social science researaldcbe used by decision-makers to
circumvent or reduce public opposition to technédsg but only to extent that decision-
makers utilizing the results take on board thatsitperhaps not so much the misguided
public which needs to be reformed, but the ingtihal practice and technological objects
which this public is reacting against. *2

The second problem inherent to this approach coscire legitimacyf the norms produced by
such utilitarian reflection since it postulatesttidnat is acceptable for a majority is good for all
This raises questions regarding the soundnesseogdbdness of the norms that can emerge from
such social acceptability exercise. In practices #xercise threatens the non conditionality of the
individual fundamental rights, and renders the ptiaf social justice dependent of the good will of
the majority. Current public debates about the @gpkent of video surveillance epitomize the
phenomenon as it exhibits a trade-off between thbéand privacy) rights and aspirations to
security by the majority.

11 see for example Maesschalk, M., “Quelle philosophie des normes @aitui? Gouvernance et apprentissage
social » inLes Carnets du Centre de Philosophie du DraitL38, 2008.

12 Marris et alij PABE Final Report2001, p. 14
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These threats to the non-conditionality and inddisy of fundamental rights reinforce the need
for a deliberative approach grounded in an ethycalid morally informed theory of justice. (see
Delivrable 5 (Chapter 4) of the 1st year’'s MIAUCE&estific report).

This raises complex questions with regard to tipeseiples’ status and definition.

3.2. From normative to explorative ethical principks

Let us first examine the status of these principldss status must be defined according to the
pedagogical aims we try to achieve into the MIAU@Bject. By pedagogical aims, we mean a
clear refutation of any expert approach in whicinhn scientists would endorse the responsibilities
of defining the good, the fair nor legitimize thelAUCE project and its technological
specifications.

According to Ladriér¥, as already pointed out, ethics is based on whilitcapability. It is not a
theoretical or normative abstract knowledge that could define and transfer to others. But it is a
praxis an ability to face a situation ethically.

This position is very close to those ones develdpedewey or Rorty who underline that the
permanent research of universal and fixed nornesatttical approach can be compared to the quest
of certainty in epistemology, which is at the s@uof so many problems badly defined and solved.
In that sense and according to Ladriére, the rbkhe so-called expert is not to decide in place of
the concerned actors but to make the deliberatassiple and to enlighten it by clarifying the
ethical questions raised by the situation at work.

According to Ladriere, the ethical approach carydre collective and democratic, based on the
confrontation of different positions. In this catave deliberation, the responsibilities of the so-
called expert are to explore the ethical issueslugd by the technologies in progress, to elaborate
methodologies to support a sound democratic delilmer and to inform this deliberation with
his/her knowledge of the ethical tradition or ctdiethical heritage framing the deliberation.

Here, again this position is much in line with wiz@wey* suggests when saying that we never
affront an ethical problem from a “tabula rasa’theut using some ethical references or principles
transmitted by the tradition. But for Dewey as fadriere, these principles are not fixed rules that
could, as in a cooking recipe, tell by themselvdsawto do, how to act, determining quasi
mechanically the fair way or the ethical course dor decision and action. For Dewey, these
principles are explorative or analytical tools wséd enlighten a situation and to assess the wario
points of view expressed by the concerned actoesvdy admits that general ideas such as justice,
dignity, or fairness are of value as tools of imguio question and forecast unknown ethical
puzzles. They have no intrinsic normative force duristitute a sort of moral background that may
help facing an unknown moral situation.

13 | adriére, J.|'éthique dans l'univers de la rationalitdrtel / fides, Namur, 1997.

1 Dewey, J.Démocratie et éducatigirmand Collin, Paris, 1975.
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3.3. In search of explorative principles: the ethial posture of the Parrhesiast.

In order to embrace these authors’ views, and fement them in practical situations, rendering
explicit the moral background or the exploratorynpiples on which we, as social scientists, are
engaged within the MIAUCE project is crucial.

To do this exercise, we have adopted the conceptaahesia developed by Foucault (1983).
According to Foucault:

“Parrhesia is a verbal activity in which a speakexpresses his personal relationship to
truth, and risks his life because he recognizethttalling as a duty to improve or help other

people (as well as himself). In parrhesia, the &peauses his freedom and chooses
frankness instead of persuasion, truth insteadatfehood or silence, the risk of death
instead of life and security, criticism instead flafttery, and moral duty instead of self-

interest and moral apathy."

This attitude appears to be very critical in orttefirst situate the social scientists’ speech i@
MIAUCE project and secondly to make more explitie timplicit background we are using to
explore the unprecedented ethical situation credéedhe technologies at work. As Foucault
underlined, the major interest of the Parrhesiaguré consists in the non-performative
characteristic of the expression of ‘truth’, thatsl the situation clearly open and exposes it to an
undetermined risk. Parrhesia is defined by Foucault as the artushitelling courageously in the
risky and free act’.

This attitude is well explained by Carlas and Sioht® when underlining

“ In Barbara Townley's® words, following Foucault, some of what this elstés for authors
to specify the aspects of the world with which thaeytrying to engage and why; to situate
knowledge and so de-reify it; to speak in a way takes ownership of their arguments, and
to be accountable for the choices made.”

3.4. The collective us: the shared explorative priples of the social scientists

Two main principles or values appear to be shagedd) as social scientists when endorsing this
parrhesiast attitude. These principles shape acdadmmunity of understanding of the situation
experienced, as social scientists, into the MIAUZ&ect.

16 Foucault, M.Le gouvernement de soi et des autres, Cours a@é@@otie France 1982-8&allimard, 2008, p. 60.
7 1dem, p. 64.

18 Calas, M., B. and Smircich, L., “Past PostmoderflisReflections and Tentative Directions” Tie Academy of
management Reviewol. 24, Issue 4, 1999

¥ Townley, B., “Writing in Friendship” irDrganization Vol.1, Issue 1, 1994
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The first principle relates to the autonomy of tubject and the second, to democracy, these two
terms being intrinsically related by a process ofodginality each being a necessary (but not
sufficient) condition of the other.

These principles have a twofold role in our apphoamn explorative role helping us to face and
explore unknown ethical situation related to theAMCE project but also a supportive role since
these principles define the basic conditions fsoand deliberation about ethical situations.

Let us examine those two principles.

3.4.1.FROM AUTONOMY TO CAPABILITY

The autonomy of subject can be approached in a beygd and protectionist way of thinking
defining the rights, the privacy and the libertybi® protected. Our concept of autonomy refers to a
person’s capacity for self-determination in theteahof social or moral choices. This definition is
very broad and difficult to work with since it remsa very abstract and universal. To develop this
concept and to make it more tangible and workabte the project, we adopt the concept of
capability developed by Nussbaum based on AmargmisSconcept of substantial freeddms
Nussbaurft defines the concept of capability by raising thistdtelian questioriwhat activities
characteristically performed by human beings areaptral that they seem definitive of the life that
is truly human?” Her answer consists in the identification of tele fundamental capabilities that
make the life human.

2 Both the concept of capability and substantialijeshave first been developed by the Nobel Prizeasiya SEN in
Inequality Re-examined, Oxford University Press92%nd in the book published in collaboration wiflartha
NUSSBAUM, Quiality of Life, Oxford Clarendon Pre4993.

2L This part is based on the synthesis made by JeGaMartha Nussbaum : on Capabilities and Humagthg,
www.wku.edu/~jargarrett/ethicshussbaumhtm
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7. Affiliation . Being able to live for and in relation to othets,recognize and show concern for other human Ising
to engage in various forms of social interactiorgify able to imagine the situation of another awodhave
compassion for that situation; having the capapifir both justice and friendship. . .

8. Other speciesBeing able to live with concern for and in relatito animals, plants, and the world of nature.
9. Play. Being able to laugh, to play, to enjoy recreatibaetivities.

10. Control over one's environment (A) Political: being able to participate effectively in politicehoices that|
govern one's life; having the rights of politicarficipation, free speech and freedom of assoamtio. (B)Materiat
being able to hold property (both land and movaip®@ds); having the right to seek employment oncarakbasis
with others . . .

Table 1 Martha Nussbaum’s capability concept

Source: List elaborated by J. Garret (op. cit.) from Mha Nussbaunfex and Social JusticeOxford University
Press, 1999

According to Nussbaum, those capabilities defifeeds human and are the necessary conditions for
the human autonomy. This means also that any ckapgiag technological or political treating
critically one of those capabilities treat at tlang time the humanity of the life. By this concept
capabilities, Nussbaum contributes to give a moagmatic view of what makes possible the
human autonomy being not only the capacity of determination but also conditioned by a set of
capabilities that make this autonomy possible anddn.

This way of defining capabilities concept agreewatr previous definition of autonomy ast stated
in deliverable of the 1 yeaf® which includes both autonomy as “freedom from asomable
constraints (from the state or from others) ondbestruction of one’s identity” and autonomy as
“control over (some) aspects of the identity onggxts to the world.”

3.4.2. FROM AUTONOMY TO DEMOCRACY

The second term or explorative principle of ourliective us” consists in democracy, considered as
critical social organization that guarantees thespmlity of constant renegotiation of the basilesu

of fairness and justice. This concept of demociiacyery central in our exploration of MIAUCE
project and as such needs to be clarified.

Along with Sen we agree about the three criticaysva which democracy enriches the lives of the
citizens.

« First, political freedom is a part of human fdeen in general, and exercising civil and
political rights is a crucial part of good lives afdividuals as social beings. Political and
social participation has intrinsic value for huméfe and well-being. To be prevented from
participation in the political life of the commuyitis a major deprivation. Second...
democracy has an important instrumental value ihagiting the hearing that people get in
expressing and supporting their claims to politiedtiention (including claims of economic
needs). Third...the practice of democracy givesetigizan opportunity to learn from one
another, and helps society to form its values andripies... In this sense, democracy has

22 Cfr. Delivrable MIAUCE D5.1.1. , p. 134-135
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constructive importance, in addition to its intnoyalue for the lives of the citizens and its
instrumental importance in political decisions3

According to this approach, democracy is at theesame the condition for the autonomy of human
individuals and conditioned by this autonanBut the value of democracy also concerns its
constructive role since, as well underlined by Sena process, democracy plays a critical role in
the formation of values and in the understandinge®ds, rights and dutiés

In our project, democracy as presented above wilves as explorative principle but also as
constructive principle to shape the deliberativereise with the partners about the ethical and
social issues raised by the MIAUCE technologies.

4. EXTERNAL GOVERNANCE CITIZENS JURIES AND THE STRENGTH OF
WEAK LINKS

This external governance issue relates to the aggds open the democratic deliberation process
about the technologies at work to the society ajelaSet like that, this aim or ambition appears
quite unrealistic since ‘society at large’ remaangery abstract and fuzzy concept.

In the present deliverable, we will not develop #@pproach that will be mobilized to support this
democratic process, which will be fully specifieadaapplied during the 3d year of the project. We
will merely briefly consider the two main orientais that will be explored in this regard. The first
one consists in the “citizens’ jury” methodology as attempt to hear people’s voices. This
methodology is clearly an alternative to most comrgaantitative surveys based on large samples
of people and to qualitative consultation of expehe second orientation we would like to
explore regards the composition of the jury. Acaogdto the general methodological guidelines
supporting the citizens’ juries approach, the paal to be set on a 'best fit' (demographic) sample
of 12 to 16 members of the public. Within the MIAB@roject, we intend to explore two types of
panel: the first one, classic, based on a demograample of the general public and the second
one, less traditional, and composed on a demograpample of the population (or their
representatives) most critically targeted by thastdered technologies since they express or live
situations that are at the margins of the domimpatihs of the society. This confrontation between
two panels should help balancing the needs forrdgcand safety of the ones against the risks
inherent to observation technologies as perceiyetid others. This approach and its results will be
fully developed in the deliverable 5.3.

% 3Sen, A., “Democracy as Universal ValueJournal Of Democracyl10.3, 1999

4 See also on this approach : Sunstein, CWRy Societies needs Disserarvard University Press, 2005.
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CHAPTER 2: SURVEILLANCE TECHNOLOGIES:
VISION, TYPOLOGY AND LEGAL CONTEXT
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INTRODUCTION

This second chapter aims at situating the techmedogt work into the MIAUCE project in their
broader context. This exercise is critical to ustienrd the issues raised by these technologies
regarding the autonomy of the individuals and tiality of democracy. The first section questions
the epistemic settlement of these technologies stgpitheir specificities especially the primacy
given to the body as privileged source of ‘trutfvoat the persons, their preferences and their
intention. The second section aims at situatingritagor finalities currently supported by those
technologies. Those finalities regard first the usitg and the surveillance and secondly the
marketing and the people profiling. To better explthose finalities, two typologies are drawn
showing the critical elements articulating suchtays in these two domains. In the next section we
present the application’s context of the MIAUCEheaclogies. This application’s context does
concern security or safety finalities with the samém 1.3. and the marketing finalities with the
scenarios M.1.1. and TV.1.1. The current scenasothey are currently designed are very positive
or benevolent in their intentions. In order to iwye the collective understanding regarding the
risks raised by those technologies for the autonofripdividuals and the democracy and because
the same technologies can be deployed in other n&kg contexts, we will broaden their scope
drawing dark versions of the proposed scenarios.l@st contextual exploration regards the social
and the legal contexts. Regarding the social cesiteve explore the major changes and risks raised
by those technologies for the autonomy of peopkk the democratic organization of the Society.
In the last section of the chapter, the legal #amhallenged by these technologies are presented
and discussed showing that some traditional legatepts and norms are particularly difficult to
apply when facing the technologies at work.

1 EPISTEMOLOGICAL CONTEXT FROM MULTIMODAL OBSERVATION
PARADIGM TO SURVEILLANCE SOCIETY

As explained in the general introduction, the “nmtidal observation paradigm” combines
multimodal capture of data “extracted” from humardies (facial expressions, eye gaze, postures
and motions) with an implicit understanding or rptetation of these data as valid and privileged
sources of “truth” about the persons, their prafees, intentions etc. following the preconception
according to which the ‘body does not lie’ whereas;ontrario anything transiting through the
prism of individuals’ consciousnessagriori suspect and unreliable. This paradigm and itsaela
hypothesis decreases the subjects’ self-deterramaf@utonomy). The deterministic codes of
intelligibility built in the multimodal observatioparadigm do not allow individuals to impact on
the “informational image” compiled of themselves oo the interpretation thereof. Moreover the
“informational” image of the subject has performatieffects on the real subject’s perceptions of
what is expected in terms of attitudes, behaviamd preferences, with the result, already exposed
in the previous deliverable, of increased democa#lyi detrimental anticipative conformity in
society.

These technologies are in line with a larger canteat many authors, belonging to the so-called
surveillance studies, have characterized as a ilanae society. There was a crucial question to
debate in the case of MIAUCE: is the intentionadlfy surveillance necessary to define the
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surveillance, or is it sufficient to think that tlsemple presence of CCTV marks the location as
monitored? In the case of the MIAUCE scenarios,wardefine them all as surveillance scenarios?
Beyond the risk to appear paranoiac, one can thiatkkwe cannot accept the term of surveillance to
define the MIAUCE scenarios, because of the prémauwdf the intentionality. For example, the
M.1.1 scenario is not devoted to surveillance, bmtmarketing purposes. The “multimodal
observation paradigm” is more neutral about thentibnality of the scenario.

Moreover, one thinks important to situate thesetimoldal observation scenarios in a broader
context. In order to better analyze the major datissues and questions raised by the MIAUCE
project, it is important to resituate this projecthe broader context that spawns its socio-aliti
significance. As Murakami and Wood underlineAimeport on the surveillance socig®006), this
also provides a perspective from which to appraaahunderstand the technologies involved.

So when looking at the technologies and at thee@lacenarios, even if they are not oriented only
by towards security applications, they are nevégHse deeply rooted in and inspired by a
worldview and an epistemology typical of the ‘sulte@ce society’.

To think in terms of surveillance society is to @b® an angle of vision, a way of seeing our
contemporary world. It is to throw into sharp rdlieot only the daily encounters, but the

massive surveillance systems that now underpin moedastence. It is not just that CCTV

may capture our image several hundred times a ttet, check-out clerks want to see our
loyalty cards in the supermarket or that we neembded access card to get into the office in
the morning. It is that these systems represerasichcomplex infrastructure which assumes
that gathering and processing personal data isltgacontemporary living(p. 1)

According to C. Norris and alif® the growing presence and deployment of surveilanc
technologies can in part be explained by what tbajed ‘the globalised trends of the late
modernity’:

There has clearly been an expansion of CCTV slawmeg around the world, especially in
private sector surveillance, and there appears nowe an accelerating diffusion into the
public realm. The globalised trends of late modgrrinave accelerated this growth.
Increasing urbanisation has exacerbated the treowiards anonymity, leading to concerns
over establishing and verifying identity. Increasinmobility, both locally and

internationally, have given rise to a global ‘stiger society’, where social control and
governance based on intimacy and face-to face ledye are increasingly less viable. Risk
management has also become the dominant mode sbnieg for both international

corporations and governments alike. In the realntrahinal justice, reformist ideals have
given way to more modest preventative responsdsfdlcas on ‘opportunity reduction’,

%> Norris C. and alii“The Growth of CCTV: a global perspective on theemational diffusion of video surveillance in
publicly accessible space”, Burveillance and Societ? (2/3), pp. 110-135, 2004.
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‘situational prevention’ and ‘risk management’, aG@€CTV can be seen as part of the trend
towards a New Penology based on actuarialism (Edely and Simon, 1994).

So, even if the MIAUCE scenarios have not, as saahyeillance and prevention of insecurity as
explicit finalities, they nonetheless rely on pwsptul, routine, systematic and focused observation
of persons, for the sake of control, entitemengnagement, influence or protection. These
elements, according to Murakami and Wood, are difiral of surveillance (Murakami & Wood,
2006, p. 4).

2 TYPOLOGIES FROM OBSERVATION TO MARKETING

The MIAUCE scenarios develop two main finalitieshieh are (1) surveillance purposes,
controlling public space -S.1.3.- and (2) markgturposes — M.1.1 and TV.1.1.

2.1. A typology of surveillance

Surveillance systems, or rather, observation syste® we prefer to call them in the context of
Miauce applications, can work towards different lgoand be supported by various technico-
organizational arrangements. To better approackethechnologies, it is important to clarify the
various arrangements and intentions that may stppadr motivate these systems. C. Muller and D.
Boos (2004) have identified a series of criteri@vant to establish a typology of surveillance (or
observation) systems:

» false or real cameras?

» targeted at private or on public space?

e for prevention or for interventions?

* visible or hidden?

» recording or not recording observed events?

» real-time observation or not?

e isolated cameras or networked systems?

» focusing on individuals or on groups?

» with systematic analysis or not? (i.e. ‘filtered’rmot?)

» records cross-matched with other data bases or not?

* People as individuals or as a collective / crowd?

Based on these criteria, Christoph Miller and Diao®s draw a typology of surveillance systems.
The typology consists in four main types:

Version 1.0 11/09/2008 43 WWW.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C I D5.1.2 Page 44 / 141

Ethical, legal and social issues

A typology of CCTV systems
Christoph Miller, Daniel Boos
Zlrich, Switzerland, January 2004

| 1) access control |

2b) (self-)discipline, 3) collecting proofs
«awareness» / evidence
l y
«feeling safe» 4) interventions, cé&c,

sanctions

211 ACCESS CONTROL
The first type of ‘surveillance’ system consistssiystems aimed at filtering access of persons to
restricted zones or locations. This filtering mag based on behavior, appearance or identity
markers (such as passport, cards, badges...). Tpesofysystems assists the personnel in charge of
entrance control in ‘objectifying’ admission or é&ion decisions. The system functions just as an
‘additional eye’, with no retention or further agsis or computation whatsoever of the observed
data. The filtering finalities may even sometimesflfilled by the mere presence of fake cameras,
which may have satisfactory dissuasive impact @sehwithout a valid ID, badge, or whatever

allowing them to enter the restricted area or iocat
According to C. Muller and D. Boos (2004), suchciess control system’

act partly (a) as a tool to support some monitorpeysonnel in their decisions to allow or

to deny access, and/or mainly (b) as a symbol feel&selection of access. The cameras
may indeed have a dissuasive function, which isrdeice: most observed cameras are
visible, their presence is marked by signs.15 Tifectemay be a self-selection of who is
entering an area and who is not. The message stthameras-as-signs is: ‘Watch out: If
you are not allowed to enter this area, you beltawve...’16 The main function of this type
of access control is a symbolic one: These camammsymbols and signs. For this purpose,

however, they could be dummies as wWpll166)
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2.1.2 CONDUCT CONTROL

The second type in the typology consists in teabgioll surveillance (or observation) systems
aimed at regulating (influence, constraint), diBoipg, and/or control the conduct of persons in a
given environment. The presence of cameras, rengn@eople that they are watched, act as
incentive or disincentive with regard to certairh&eors and attitudes, irrespective of whether the
cameras are real or fake, or whether images anglvecorded and stored or not. Cameras function
as symbolic signs making people feel either comstthand observed or safe and secure. Yet, this
disciplinary, or panoptic role of the camera isyedl underlined by C. Mller and D. Boos (2004),
based on a series of hypotheses or assumptions:

Cameras only work as a means of conduct controloag as people believe that the
cameras are real (and not dummies), that they aoekiwg properly, that they are being

monitored by someone, that this ‘someone’ woulduwoie an intervention, if necessary, or
at least that the images would be recorded and ccdnd used as evidence for ex-post
sanctions.”(p.168)

To enforce discipline and good behaviour, threeditmns are needed:. true cameras, data
registration and analysis and human monitoringiatefvention.

2.1.3 REGISTERING EVIDENCE

The third type of surveillance or observation systenplies images recording and data analysis.
The role of this type of systems is to collect gsoor evidences regarding hazardous or other
events, conducts, etc. This type of systems beltmgsother universe than the two previous ones.
In the previous onest, cameras, as explained, awnted as symbols or signs that you have to not
enter, nicely behavior.... With the present typeegfistering system, cameras play a significant role
in triggering interventions or sanctions.

Regarding the use of recorded data and of analygsalts, two finalities must be distinguished:

the first one is supported by real-time data (insa@malysis and allows for immediate intervention.
The second one does not rely on recorded an sttatd by default, except when such use is
necessary to react to hazardous events (accidentss, fraud, vandalism...). In that case, the
recorded data are used for prosecution, law enfoeoé and judicial evidence purposes.

Two of the three scenarios contemplated in the MIA project belong to this third type of system
even though, in the Miauce project, their deploytmemot finalized towards security applications.
These scenarios are the M1.1. and the TV1.1. irgemarketing goals and rationales.

2.1.4 FLOW CONTROL AND INTERVENTION PLANNING

The main objective of this fourth type of systemsitervention planning. In that sense, this type o
system has some characteristics that differenitidtemn the others. First of all the objects that a
surveyed are not human subjects as such, butuluityl or obstruction of human or vehicle flows.
Data analysis must be in real time in order tovaffor quick intervention. The system has to be fine
tuned as to respond to the occurrence of the neleparameters attesting of any ‘abnormal’
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situation. This detection again can either rely mman assessment, based on experience and
professional heuristic, or automatic or autonometying on logical programs and algorithms.

As underlined by the authors, the system can be see

...as a command and control tool for planning irt@rtion and sanction. Once incidents are
detected, the cameras may be used to coordinatemtpesponsép. 170)

Muller (2002) points out that there is currentlyienportant drawback associated with this type of
system: it may inspire excessive public expectatiith regard to the systems and personnel’s in
charge of surveillance and security. This may tesud dramatic increase of professional pressure
on those in charge of control, surveillance and éfiorcement, with a correlative decrease in the
feeling of collective responsibility of people pees on the observed scene.

This fourth type of surveillance technology cor@sgs quite well to the S1.3. scenario, which is
motivated by the wish to fasten intervention inesa®f escalators’ failures (due to excessive
crowding, or other physical or human obstruction).

2.2. A marketing typology

Marketing strategies have evolved during the lastades. This evolution is marked by the
technological progress regarding the individualadeapture, retrieval and analysis. In order to
understand some of the social trends that shapetheologies currently at work in the MIAUCE
project, the exploration of this marketing evolutiis sensible. The marketing typology presented
hereafter is based on different criteria as thénd&n and constitution of profiles, the marketing
actions, the subjects aimed, the technical deverggmged, the types and time of the marketing
feedback and the visibility of the strategies. Tehasiteria as staged in the third type of this
marketing typology are also present into the oket@n technologies deployed in MIAUCE even if
only two of the considered scenarios, i.e. the Marid the TV1.1.scenarios can be classified as
marketing oriented scenarios.

Profiles definition A priori EXx post Continuous

Profiles constitution A priori sorting (A-Ex post sorting basedContinuous sorting based on
B-C-D life style on habits of dynamic data retrieval related to
sorting) consuming the attitudes of consuming

Marketing action Mass marketing?ersonalized Pervasive  and personalized
based on classes ofmarketing marketing
consumers
(segments)

Subject Classes or a priori Semi-conscious Un-doansdodies

Version 1.0 11/09/2008 46 WWwWw.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C E D5.1.2 Page 47 / 141

Ethical, legal and social issues

categories - Individuals
volunteers

Technical devices Marketing studie€omputerized dataComputerized and video
and surveys retrieval (loyalty monitoring of moves and actions

card, plurality of
traces left by his
buying and
consuming actions)

Type of marketing Campaign Personalized Environment’s modification
feedback messages

Time of marketing Planned Ex post - deferred Immediate

feedback

Visibility Visible Identifiable Invisible

3 MIAUCE SCENARIOS FROM BRIGHT TO DARK VERSIONS

In this section, we present the scenarios curreltdyn into the MIAUCE project. Those scenarios
aim at giving life and market to the technologieveloped for the project. In their current vision,
those scenarios present a benevolent version iegardhe future use of the considered
technologies. As currently sketched, those scemalonot show clearly the critical issues for the
autonomy and for the vitality of the democracy tetato these technologies and their future
deployment for other purposes than those consideyethe current scenarios. By drawing dark
version of those scenarios sketching those techresoin non benevolent context of use, we
discover the non neutrality of the technologies dnel potential challenge they raise for the
autonomy and for the democracy.

3.1. Description of M.1.1

The general meaning of M1.1. consists in betteesssshe effectiveness or the attractiveness of a
shelf inside a shop. To do this assessment, theagoehas to establish statistical relationships
between data collected on individual body detec¢tmad pose estimation and gaze tracking on one
hand, and on the other data concerning the shelf.

The scenario contains three main steps of deploymen

» Statistical counting of individuals passing in fraf the shelf
» Statistical counting of individuals stopping monan 5” in front of the shelf

» Statistical detection of the visual field coveredtbe individual in order to make hypothesis
regarding the zone of the display visualized bygéeson.

To get the exact measure, the system has to workaronndividual basis, calculating and
parametering each body stopping in front of thdfsAetually, people watch for a special product
on the shelf. So they move in the front of the §Hebk at many products, select one of them and
take it. During the first stage of the scenariotaites place in an experimental environment. A
shooting workplace has been set up; it is compo$ddur shelves hanged on a white wall. They
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present different cereals boxes. Two cameras aeelege one for shooting the face and gaze
fixation of the different persons of the shelf; antk for shooting the shelf and detect gaze fixatio
location on it. In a second stage of the scenatiayill occur in real conditions, mainly in
supermarkets.

3.2. Towards a darker M.1.1 scenario

M.1.1. can be considered as one use case of aeddfchnological system. The utility of this use

case is currently supported by two main hypothdsaslity (performance) and marketing or rather

merchandising display (intention). In order to assiés acceptability, it is worth moving form those

two hypotheses and questioning this observatiotesysn another contextual frame. Because a
performance failure, in that case, has only mdter@adence, we won't analyse this hypothesis in

the frame of this scenario to concentrate onlymeritional changes.

The current scenario addresses a shopping dispiagtiiesis. The target of the system is people
looking at a shop window. What interests the sderarowswhat is lookedinto shelves, in other
terms the question regards the effectiveness o$hlbe display. Let us change, based on the same
technological system, the target of this survedisystem. So the target is no more what is looked
but who is looking the shelves. This ‘who’ question can considécalective who’' regarding
particular social groups that could roughly beimpraximated by the system in terms of size,
weight, dressing style, peel coloration, hair dregsetc. It can also consider@ersonal who' if

the system is inter-operated with personal databesecerning for instance the usual customers of
the shop.

These changes in the intention of the scenario dpendoor to crucial questions regarding the
design and the use of such technologies to discataipeople and to profile them. In both cases,
these new intentions of the system raise cleadyidbue of the phenetic fix explained before which
“describes this trend — to capture personal datggered by human bodies and to use these
abstractions to place people in new social classiesicome, attributes, habits, preferences, or
offences, in order to influence, manage, or cortinein™®.

Profiling
(individual/collective)

Marketing efficiency

~—+

Object target Individual target

Discrimination
(individual/

26 Lyon, D., “Surveillance Studies: Understanding ibfi rveillance and

Society Vol. 1 (1), 2002, pp. 1-7.
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It is worth rising some questions regarding thea@acceptability of these technologies when being
placed in this broaden context.

Technically, is the system able to produce someridignation effects on particular social
groups based on their physical characteristicsgesf do we, as designers, accept this
‘evolution’ of the system under development? If d@ not accept, what can we do to
protect this system against this evolved use?

Technically, is the system interoperable with othersonal databases and as such able to
produce sorting and profiling of people? If yes, de, as designers, accept this
‘evolution’ of the system under development? If d@ not accept, what can we do to
protect this system against this evolved use?

3.3. Description of S.1.3

The S.1.3 scenario aims to detect people mass ibtp@scalator exits to provide information for
optimal response. The MIAUCE multi-modal technoésgvill capture images and analyse images
and results. The analysis will be able to repoet dietection of events (mainly normal / abnormal
situations) and also events logs (motion detectioghly crowded areas, blocking in escalators,
etc). Practically the general idea is to recordakdor exits, cameras are placed on the ceiling
pointing at the escalators, both escalator entranceexit. A real-time analysis is needed, even if
some videos are kept in order to be annotated.ekpected output of the analysis is raising an
alarm that indicates when escalator is collapsed.
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3.4. Towards a darker S.1.3. scenario

The scenario as it is presents a use-case ofthadgy in a specific safety context. But the same
technology can be deployed in less benevolent enwient. It is the reason why it is important to
broaden the scope of the current scenario in dadeetter catch the implicit dangers or risks @ th
technological system for the autonomy of people &ndthe vitality of our democracy. This
broadening process should clarify the human remerds to be incorporated into the technological
design of the system. In order to provoke the gomeisig, imagine that this system is deployed in a
non-democratic country that is well known for itstiee and violent repression against human
rights. This situation is not futuristic; the sasystem can be at very good use for repressive matte

We can imagine a strong and repressive interverdianng a protest, for example. The same
system could be deployed, but the purposes ofvietgion are oriented to the protection of the
national security. The video streams are recoraethé database, and could be used as legal
evidence. The context is not semi-public, like airvport, with a lot of security rules; but the cexit

is the city centre, where the protests usually td&ee.

In that case, the scenario will not intervene foare but to repress people whose behaviours are
considered as abnormal, suspicious. The systenodgdc with criteria®’, based on opaque
parameters that sort out what is suspicious to vghaot. If privacy is the most frequently discusse
point, individual autonomy, transparency, consertt aformation are the major critiques that we
can address to this system. A very important prabdé categorisation, and thus of social sorting
and normalisation could appear in this case.

The cameras and the related networked system beadond of normalisation. The problem resides
in the legitimacy of that normalisation: how toilegize a system where there is no transparency
and debates in the choices of criteria? This sdnatjuestions at least the responsibilities of
scientists and those who are concerned by the esid the trading and implementation of this
type of system. As designers, how do you intenduarantee it, that individuals will be aware of
the personal information is being collected, whekseand why? As designers, do we accept that
the designed system could serve to repress the rhuights of people? As designers and
industrials, what should we adopt as preventiveagents and measures to avoid this type of non-
democratic use of the developed system?

3.5. Description of TV.1.1

The TV.1.1 scenario consists in developing an adeet and interactive web TV site with
audiovisual content from local producers and chEnWhile the previous two scenarios aimed at
analysing the recordings of surveillance cameras,dcenario mainly targets the TV programs and
other video contents that can be watched througimtanactive Web TV application. As such, it
will investigate the analysis of user behaviourhahis personal environment and will concentrate

2" We note here the obscurity related to the dédimiof a normal or abnormal behaviour. The sociints are

usually tacit. Nevertheless, there is studies, dislg the UK home office about the anti-social beban
www.homeoffice.gov.uk/crimpol/antisocialbehaviauiThe collective responsibility and the social cohtare
infringed and restricted to the definition giventbg home office.
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on different modalities to deliver personalizecbmmation to this user. Since the size and diversity
of video contents available is increasing on theoWiehas become more difficult for the end-users
to find relevant materials effectively. Therefotkere is a growing need to develop an effective
system to support the end-users in accessing tfe®m\dontents. The scenario concentrates on two
specific aspects: recommendation of possible iaterg material and summarization of material of
interest for a particular user. In a first stade $cenario will be tested in an experimental cdnte
before be inserted in a real application. A volentelaces his faces in front of the camera and the
computer. The volunteer expresses his prefererate®ly and/or by metalogs, and the expressions
of emotions are analysed. Thanks to the users’essmn of preferences and the capture of the
expression of emotions, the multi-modal technoledoEus on the constant adaptation of the users’
preferences and desires. The multi-modal technedogiiild profiles.

3.6. Towards a darker TV.1.1 scenario

If the cursor changes the intentionality of the nsgce®, some potential main issues can be
encountered for the users. Imagine that the prdfiée you have permitted to build by expressing
your preferences is stolen or misused. Your pri\&pgotection is not guaranteed anymore.

Secondly, the building of an honest profile carsbaously damaged by a trick and/or a misuse of
preferences; one cannot promise that your prefeseace followed by the system. For example, a
‘pre-profiling’ can exist intentionally from the digners and providers of the interactive WebTV, in
order to influence the users’ choices. In the shnee some advertisers can be imposed to the users’
consent, because of that pre-profiling.

Another threat resides in the fact that the praadell your profile to marketing agencies, that ca
abuse of the users’ personal data by sending askvert spamming the email box, sending some
viruses. The users’ web identity does not deperttdef own, but is controlled by anonymity.

As designers, how do you intend to guarantee &t thdividuals will be aware of the personal
information is being collected? As designers, doaweept that the designed system could serve to
stole and/or trick with users’ preferences? As Wb providers, what should we adopt as
preventive agreements and measures to avoid thisanomic use?

4  SOCIO-ETHICAL CONTEXT. SURVEILLANCE, AUTONOMY AND
DEMOCRACY

The technologies developed in MIAUCE are not néutten one hand they do participate to the
gradual setting up of the so called ‘surveillangeisty’. The ‘surveillance society’ is charactedze

on the one hand, by a mode of governance rootednd, relying on ‘gaze’ or observation
architecturally structured. The most famous figorabf that surveillance architecture is of course
Jeremy Bentham’s ‘Panopticon’, popularized by MicReucault: a model prison exposing each
individual prisoner to the possibility of being whed at any moment by the guards, but where none
of the prisoners can ever know with certainty wihenis actually watched (section 4.1.). On the
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other hand, these technologies may challenge p&rsoonomy and democracy in unprecedented
ways. These issues will be addressed briefly ini@ect.2. before being more developed and
illustrated through the scenarios’ analysis in ¢aap.

4.1 The Panopticon and the Information Society

To approach the concept and the sense of the ‘illanee”, the metaphor of Panopticon remains
very valuable, as D. Lyon pointed out (Lyon, 199%H,well as the major part of the sociological
literature about the surveillance. The Panopticam, architectural system of social discipline
proposed by Jeremy Bentham in 1787, invites ndyu@mparisons with CCTV observation.
Without entering into the details of the Panoptiome can simply remind its main characteristics:

The design of the Panopticon consisted of a ceirisgdection tower surrounded by a ring-
shaped building composed of cells, each housingmate. Control was maintained by the
constant sense that prisoners were watched by onsges. Not knowing whether or not
they were under supervision, but obliged to asstima¢ they were, conformity was the
individual’'s only realistic option. In this respec¢he architectural design of the Panopticon
created a state of conscious and permanent visilitiat assured the automatic functioning
of self-control and self-discipliné®

The Panopticonbecame for Foucault iDiscipline and Punish1975) a powerful metaphor to
denote the meanings of institutional spaces. Typs 0f ‘power through the means of gaze’ can
spread in non-institutional spaces, especially ha trban spaces in the case of CCTV. The
phenomenon of over-accumulation of digital inforioat associated with the powerful
computerization of our Information Society, enstlre efficiency of the observation through the
collection, storage, treatment, extraction, sortamgl cross-matching of data captured in CCTV
networks.

Beside this, for D. Lyon, surveillance consistsany collection and processing of personal data,
whether identifiable or not, for the purposes dluancing or managing those whose data have
been garnered 29 This definition involves th&computer power, which allows collected data to
be stored, matched, retrieved, processed, markatdctirculated.”30 Lyon insists on the fact that
the so-called Information Society is intrinsicaByrveillance society. Thus, every location with
CCTV systems involves a social ordering influendsdsurveillance characteristics. The social
ordering is divided into four key themes:

% McCahill, M. and Norris, C., “On the Threshold tirban Panopticon, Analysing the Employment of CCiRV
European Cities and Assessing its Social and Pallitimpacts” Urbaneye ProjectWorking Paper n°22002.

% Lyon, D.,Surveillance Society. Monitoring Everyday Li@pen University press, Birmingham/Philadelph@)2

%0 |bidem.
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coordination of social activities in time and spatee growing perception and production
of risk, the role of privacy in generating as wad trying to contain surveillance, and the
guestion of how power is redistributed in surveitla societieS1.

4.2. Surveillance, autonomy and democracy

Three major trends related to those technologiesvasrth being underlined, as they directly
guestion individual autonomy and therefore the capaf individuals to democratically contribute
to the Society : first, regarding image capture,¢bnsidered technologies are characterized by thei
invisibility and the fact that they apply directly the bodies rather than to the subjeotsto the
persons. Second, regarding data analysis, infoomagchnologies, subjecting individuals to the
unilateral ‘power’ of information systems, generaie reinforce power asymmetriebetween
individuals and bureaucracies. That is what D. Lysefully suggested through his Phenetic Fix
metaphor. Finally, surveillance technologies havéraplicit impact’: observationshow that they
reinforce a sort oSocial ordering fostering both the conformity arfe tindividualism Let us
examine these three dimensions.

42.1 INVISIBILITY , BODY AND IDENTITY

The first element striking observers of the MIAU@Eoject is that the developed technologies
capture personal information by direct trackindiaman bodies. This deserves three remarks. First,
targeted directly at human bodies the project denet kind of over-valorization of information
‘emanating’ directly from the human body, and arelative distrust and disregard for whatever
may emerge from the subjectivity, intentionalitydamarrative of the observed individuals. To a
certain extentbodiesare considered as more objective, more reliabdeigiormative tharpersons
and as more revealing of personal identities, peigtes and lifestyles than whatever the
individuals may tell or express. In other wordss ttype of project provides evidence of a certain
distrust in persons and in their subjectivity.

The second remark relates to the status of the.batihout developing too long philosophical
reasoning, one may observe that an observatioegirbased on CCTV transforms the status of the
body from ‘something’ very private and personaliratividual into a sort of expropriated public
body approached as a mathematical object or asgatahich is calculated and retrieved in order to
inform the observers.

This is well expressed by Ceyhan (2088\vhen underlining that this type of surveillance
technology or project

moves the site of identity from the Self (in relatio the other) to the body itself. This is the
body that becomes the very source of identity. "ewthis body is not about the body as
the site of subjectivity (Ricoeur) and humanitygiddt, Bauman) but a reified body without

*bid., p. 5.

32 Ceyhan, A., “Technologization of Security: Manageinof Uncertainty and Risk in the Age of Biomeifidn
Surveillance and Societyol. 5 (2), pp. 102-123, 2008
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any reference to the Other. Moreover, as Salteontends, within its storage in databases
the individual becomes a mobile body and through itlierconnection of databases, the
passport and the visa system within the institgtiohcustoms and immigration control, the
body becomes an internationalized body which hstsdontrol over its subjectivity

The last remark targets this ambition to captueeitientity in its most objective and reliable way.
In order to achieve this, the observers must renmaitsible in order not to influence the observed
persons or their bodies’ motions and expressionssibility of the surveillance systems is clearly
correlated with the wish to capture the body inmniigstnatural state in order to get objective data
about individual identities, risks etc. This leadssly systems capturing images of persons without
clear notice, even if a general notice has to mftine public of the fact that the place is con&dll

by CCTV or surveillance system. But to be efficietitese systems must remain as hidden as
possible.

These three aspects impact on individual autonang, on the individual capability to live and
express oneself freely. Freedom in that sense raagdompatible with individuals being reduced
to physical data related to their bodies and beasga consequence, deprived of a portion of their
subjectivity. This reduction or deprivation raisdso questions about democracy since this system
can entail the freedom and the power necessarg sodemocratic actor in the society.

4.2.2. MEANINGS, NORMS AND THEPHENETIC FIX

The second element related to these surveillansersg relates to the analysis performed out of
data about the body motion or expression. In othends, it concerns the meaning given to these
data. First of all, as already underlined here abtlhvis meaning is no more the fact of the observed
person and its subjectivity but is externalized gmdduced through mathematical models and
calculus. This production of meanings is made layistical sorting, clustering and profiling. As
well pointed out by D. Lyot :

Categorizing persons and populations — or ‘sociattieng’ (Lyon, 2002) — is now a key to
understanding surveillance. This was noted in somportant studies in the 1980s (Gary
Marx, 1988, on ‘categorical suspicion’) and 199@star Gandy, 1993, on the ‘panoptic
sort’) and today it is unavoidable.

For G. MarxX®, this capacity to create meanings regarding psrsol populations is at the very
root of modern surveillance systems

33 Salter, M., B., “The Global Visa Regime and theifiall Technologies of the International Self: Bers, Bodies,
Biopolitics” in Alternatives: Global, Local, Politicalol. 31 (2), pp. 167-189, 2006

34 Lyon, D., “Surveillance Studies: Understanding Wikiy, Mobility and the Phenetic Fix” irSurveillance and
Society Vol. 1 (1), pp. 1-7, 2002

» Marx, G., T., “What's New About the “New Surveilleer'? Classifying for Change and Continuity” Surveillance
and SocietyVol. 1 (1), pp. 9-29, 2002
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A better definition of the new surveillance is tis® of technical means to extract or create
personal data. This may be taken from individualsantexts. In this definition the use of
"technical means" to extract and create the infaiora implies the ability to go beyond
what is offered to the unaided senses or voluntagported. Many of the examples extend
the senses by using material artifacts or softwareome kind, but the technical means for
rooting out can also be deception, as with inforsnand undercover police. The use of
"contexts" along with "individuals" recognizes thmtich modern surveillance also looks at
settings and patterns of rela tionships. Meaningy maside in cross classifying discrete

sources of data (as with computer matching andilpngj that in and of themselves are not
of revealing.

This leads implicitly to the shaping of normativeofiles or statistical identities that serve to
control, convince or influence individual persomsl @o take decisions about them. For Ericson and

Haggerty®, this growing need for classification and for filing is very in line with what they call
the‘risk society’

Risk society is fuelled by surveillance, by thetireu production of knowledge of
populations useful for their administration. Suliance provides biopower, the power to
make biographical profiles of human populations determine what is probable and
possible for them. Surveillance fabricates peoptauad institutionally established norms —
risk is always somewhere on the continuum of impearormality

Moreover, these authors argue that such observatistem helps building a social ordering, “as

clean as possible”, excluding persons unable tdoconto what is defined as normal or acceptable
behaviors.

The second point regards the intelligibility or tih@nsparency of this meanings’ construction and
its related process of people normalization andsdigation. This issue has been very well
approached by Lychwhen speaking about the ‘Phenetic Fix’ phenomenon.

If the modern world displayed an urge to clasdibglay this urge is endemic in surveillance
systems. What | call the ‘phenetic fix' (see alsvllips and Curry, 2002) describes this
trend — to capture personal data triggered by hurbadies and to use these abstractions to
place people in new social classes of income,battes, habits, preferences, or offences, in
order to influence, ma nage, or control them. Thus not merely that new information
technologies have made everyday actions and cornoationis routinely visible as never
before, or that networked technologies have hetpedrn the rigid top-down apparatus of
surveillance into a flexible assemblage (Ericsond aHaggerty, 2001) of pulsating,
undulating observations, but that the phenetic @rivas been raised to a new level.
Categorizing persons and populations — or ‘sociattieng’ (Lyon, 2002) — is now a key to
understanding surveillance. This was noted in somportant studies in the 1980s (Gary
Marx, 1988, on ‘categorical suspicion’) and 199@star Gandy, 1993, on the ‘panoptic

% Ericson and HaggertyPolicing the risk societyOxford : Clarendon Press, 1997, p. 450, quotedaManhill and
Norris, (2002),0n the threshold to urban panopticon, AnalysingBEhgloyment of CCTV in European Cities and
Assessing its social and political impadtisbaneye ProjectWorking Paper n°2, p. 9.

37 Lyon, D., “Surveillance Studies: Understanding ibflity, Mobility and the Phenetic Fix” irSurveillance and
Society Vol. 1 (1), pp. 1-7, 2002
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sort’) and today it is unavoidable. One of the cé=t signs of the phenetic fix is in the new
surveillance initiatives following September 11 208everal tacks have been taken to try to
plug the gaps in intelligence and security madegpantly evident by the success of the
notorious attacks. They include the use of biorogtmew ‘smart’ ID systems, CCTV with
facial recognition, and upgrading communicationsengeption techniques (Lyon, 2002a;
Webster and Ball, 2003). In each case the primagl ¢s to obtain data to classify persons
in terms of potential risk — the most obvious bengfiling of those with ‘Arab’ features or
of ‘Islamic’ convictions.

What is questioning with this phenetic fix strateigythat it directly undermines the people
capabilities for self determination since firstalf it places people into categories and secortdly i
does not make clear how and why those categoreslaborated. By doing this, it creates a
dramatic unbalance of power between the observedl@eand the observers raising very critical
guestions regarding the basic human rights thahtatiee settlement of the modern democracy (see
the next section about the legal context). At last,well demonstrated by many authors, those
systems make the discrimination easier based tist&tal sorting and profiling. So what is at work
with those surveillance systems is the creatiora cfocial ordering based on non explicit and
transparent norms, which can move according teeteats or/and to the political intentions of the
observers. This raises question regarding the dextioccontrol the society can have on the
building up of this social ordering.

4.2.3 (ONFORMITY, RESPONSIBILITY AND MOBILITY

The anticipatory conformity is another issue disectlated to the deployment of those systems of
observation. This anticipatory conformism has beary well approached by Norris and
Armstrong:

an anticipatory conformity may be a strictly temgloand spatial phenomenon, with those
individuals with deviant intentions shifting theng and space of their activities to outside the
camera’s gazé&®

This phenomenon is one of the most worrying conseges of those observation systems for the
autonomy, the self-determination, the self-respégieople and therefore their sense of freedom.

The question of the social responsibility is alased when analyzing those surveillance systems.
The question raised here does concern the impatieasurveillance systems on people reactivity
and sense of responsibility when facing some dangeraccidents needing for their human
assistance. In line with this question, many awghanderline that it is not surprising that those
systems are first deployed into the airport, ith stations or in large shopping malls. Those places
are characterized by a certain individualizatiormaoomy of the social ordering due to the fact that
people just pass through those transitory placdslamot life there. Those places of high mobility
and therefore low normativity and social resporisybiare by excellence places where those
surveillance systems are applied. Due to the gioddltrends that affect our Society, one can

3 Norris, C. and Armstrong, GThe Maximum Surveillance Society. The Rise of CB&y, Oxford, 1999
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guestion if what happens currently into those fitang places is not a microcosm of what would
come, in a foreseen future, in the wider Society

5 LEGAL CONTEXT

51 Introduction: the scope of legal enquiry

As already mentioned in our first deliverable, nméidal observation technologies have the
potential to increase the ‘visibility’ of the widange of daily experiences that compose the fabric
of everyday life and that, for a significant pane never even had to think of as ‘private’ or
‘anonymous™® as there were no reasons to fear being ‘watchredorded and interpreted by
others, either because the technical capabilitieotso were lacking, or because we thought those
experiences were so trivial and meaningless thabay would ever pay attention to them, or
memorize them for more than a very short time (ahg the ‘practical opacity’ of things said or
done even in public).

A useful question to ask is, in the context of nmuttdal observation: what aspects of our
life are protected when we ‘have’ privacy? Spatialiformational, emotional, relational,
communicational privacy are various ‘aspects’ oivgery with which multimodal observation
technologies may interfere.

Communicational privacys explicitly acknowledged in Article 8 of the Eyrean Court of
Human Rights and in Article 7 of the European Givadf Human Rights, and suggests the
enjoyment of a certain level of intimacy when omenmunicates with others, even in the public
space, as well as a guarantee of some confidéntadlithe content of our communications with
others.

We can moreover feel ‘privacy’ when we have ourategd’ territory, such as our home,
protected from unconsented intrusions by otherstetion of the home is indeed explicitly
acknowledged in Article 8 of the European CourHaman Rights and in Article 7 of the European
Charter of Human Rights. Ubiquitous and pervasiomputing easily crosses walls, and has the
potential to interfere with owgpatial privacy.

We also share the notion that our own body shoelgrotected from intrusive gazes. The
reason why we wear clothes is not exclusively thednto protect ourselves from the cold or from
the sun. There is something mogghysical privacy(in the American Constitution, protection
against unwarranted searches and seizures praie@&s;ertain extent, the physical privacy of the
citizens). In this regard, protection of the legdte interests of individuals may require
reconsidering the “boundaries” of the subject. Hhi@opean Group on Ethics of Science and

39 Anonymity has been described famously by Alan st as a form of privacy “that occurs when thdiviiual is

in public places or performing public acts butlstiéeks, and finds, freedom from identification andveillance”
(Privacy and FreedomAthenaeum, 1967.) Anonymity is certainly someghmost people expect to have even in public
places, although, as it will be argued, because@stions of privacy and anonymity are indeed iselr proportional

to the intensity of surveillance, those expectatiare probably prone to decrease in the comingsyéahe ‘security
state’ further develops.
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Technologies suggested, in its 2005 report on &tlispects of ITC implants in the human body, a
broader conception of the individual endowed with tight to claim the total respect of a body,
which is at the same time physical and virtual. e Thlea has been suggested, for a few years
already, (and especially in feminist and post-gtmadist scholarship), that the person, the subject
deserving legal protection, is irreducible to thmatglly situated and physically circumscribed
subject’® Disembodied informational samples gathered in katks, in that view, constitute
‘informational identities™ parallel to — but interacting with - the physiga#imbedded identities,
and independent from the personal biographies ¢trauhich individuals construct and maintain
their self-perception. How ‘physical privacy’ ingats with the potential legitimate interests that a
person has in the protection of his or her ‘digital‘virtual’ identity would be an interesting fi

of research.

Informational privacyis a notion that appears quite obvious to mosplee@lthough they
are not necessarily conscious that images, soundgements ‘emanating’ from their body are
indeed at stake when they think of informationalgey. The usual way to protect informational
privacy is by empowering the subject with (legatifm technical) means to control the collection
and use of personal information.

Privacy may also be conceived as protecting oniieughts, emotions, and sensatidhs”
and thereby one’s "right to inviolate personalityhe tracking and analysis of facial expressions in
order to derive information about “users”emotiooBviously interferes with the enjoyment of
emotional privacy.

As has already been mentioned, the European Céuitiman Rights acknowledged that
the right to privacy is not something that mustessarily be lived in isolation: the right to enier
relationships with others, or the rightredational privacy is part of the right to privacy. This is not
surprising if indeed one understands the rightriteapy as the right to construct one’s personality
free from unreasonable constraints. Relations witiers are essential to the construction of an
individual’'s personality. Respect for relationalivacy may require others to abstain from
interfering with the personal relationships.

That legitimate interests of privacy may be ackrealged in those, and many other, diverse
dimensions of human existence does not necessamyy that those interests always trump
competing interests of others (the government,rprises, other individual). It is the law’s busiaes
to balance these legitimate interests of the stilggainst the competing interests of others to
interfere with his ‘privacy’. The methods for doieg have been explained in our first deliverable.

“See Haraway, D. J.Modest\ Witness@Second\ Millenium. FemaleMan\ Meé2tsoMouse: Feminism and
TechnosciengeRoutledge, 1997, p. 247) : ‘Most fundamentally)(the human genome projects produce entities of a
different ontological kind than flesh-and-blood angsms (...) or any other sort of “normal” organiarige(...) the
human genome projects produce ontologically spetifings called databases as objects of knowleddepaactice.
The human to be represented, then, has a partikindrof totality, or species being, as well aspadific kind of
individuality. At whatever level of individuality rocollectivity, from a single gene region extractedm one sample
through the whole species genome, this humanel é@s informational structure.’

1 See Katja Franko Aas, “The body does not lie’eniity, risk and trust in technoculttiren Crime, Media, Culture
2(2):143-158,2006.

*2Warren, S., and Brandeis, L., “The Right to Priva¢iarv. L. Rev1890, p. 193.
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Beside privacy though, multimodal observation m#go anfringe on other fundamental
rights and freedoms. These will be explored inrtbet section. The following section will then be
dedicated to the more specific data protectioneissaised by multimodal observation technologies.
A third section will, very briefly introduce the emtial responsibility issues raised by the
technologies.

5.2 Reminding of the applicable legal framework

5.2.1. THE HUMAN RIGHTS FRAMEWORK.

Human rights, pursuant to the Universal declaratiorHuman Rights, the European Convention on
Human Rights and to the Charter of Fundamental tRighthe European Union, constitute a first
layer of general constrains applicable to all saena

Among Human Rights, the following are particulargfevant in the hypothesis of safety, security,
profiling and marketing scenarii such as those ysealsn the MIAUCE project:

1. Human dignityis inviolable. It must be respected and prote¢feticle 1 CFREU).

The principle of human dignity attests to the fumeéatal and guiding role occupied, in our western
legal culture, by the ethical imperative of conaggvand dealing with human beings alway®ads

in themselvesind never ameans to an endrhis obviously anti-utilitarian orientation gugl¢he
interpretation of the whole Human Rights framework.

2. Right to respect for onefghysical and mental integrifArticle 3 CFREU).

Following from the fundamental imperative of redpie human dignity, the right to respect for
individual physical and mental integrity makes liegal and, in most countries, also anti-
constitutional, except in exceptional cases, uneotesl medical or other intervention on an
individual's body, as well as unconsented manipohedf a person’s mind.

e.g. Respect for mental integrity may be partidglat issue in any scenario involving monitoring
of emotions, and/or excessive marketing impactmgansumers’ choices.

3. Respect foprivate and family life, home and correspondeggicle 8 ECHR). The scope of
the right to privacy, from the intimacy of the hanmas been gradually extended by the European
Court on Human Rights to portions of peoples’ litkat are not necessarily “intimate” strictly
speaking, and may be relevant to personal behayiattitudes, held outside personal homes and
private premises.

In its decision in the P.G. and J.H. v. the Unikadgdom case (Application no. 44787/98) of 25
September 2001, the European Court of Human Rigttsthe following reasoning:

There are a number of elements relevant to a cenaibn of whether a person’s private
life is concerned by measures effected outsidersop&s home or private premises. Since
there are occasions when people knowingly or imeatly involve themselves in activities
which are or may be recorded or reported in a pebianner, a person’s reasonable
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expectations as to privacy may be a significarthalgh not necessarily conclusive, factor.
A person who walks down the street will, inevitably visible to any member of the public
who is also present. Monitoring by technologicalame of the same public scene (for
example, a security guard viewing through closeduii television) is of a similar
character. Private-life considerations may arisepwever, once any systematic or
permanent record comes into existence of such rahfeom the public domain. It is for
this reason that files gathered by security sewioe a particular individual fall within the
scope of Article 8, even where the information hasbeen gathered by any intrusive or
covert method (see Rotaru v. Romania [GC], no. 288 88 43-44, ECHR 2000-V). The
Court has referred in this context to the CounéiEarope’s Convention of 28 January 1981
for the protection of individuals with regard to tamatic processing of personal data,
which came into force on 1 October 1985 and whaspgse is “to secure in the territory of
each Party for every individual ... respect for hights and fundamental freedoms, and in
particular his right to privacy, with regard to awmmnatic processing of personal data
relating to him” (Article 1), such data being defith as “any information relating to an
identified or identifiable individual” (Article 2)(see Amann v. Switzerland [GC],
no. 27798/95, 88 65-67, ECHR 2000-1l, where theragi® of information about the
applicant on a card in a file was found to be ateiference with private life, even though it
contained no sensitive information and had probablgver been consulted) ... the
Commission previously had regard, for the purpobelaimiting the scope of protection
afforded by Article 8 against arbitrary interferendy public authorities, to whether the
taking of the photographs amounted to an intrusido the individual's privacy, whether
the photographs related to private matters or publicidents and whether the material
obtained was envisaged for a limited use or waaliko be made available to the general
public ... Where photographs were taken of an apptied a public demonstration in a
public place and retained by the police in a fileg Commission found no interference with
private life, giving weight to the fact that thegbbgraph was taken and retained as a record
of the demonstration and no action had been ta&addntify the persons photographed on
that occasion by means of data processing(See Peck v. The United Kingdom, 28
January 2003)

In Von Hannover v. Germany, 2084the Court held that:

...a person’s physical and psychological integritye tguarantee afforded by Art.8 of the
Convention is primarily intended to ensure the dgy@ent, without outside interference, of
the personality of each individual in his relatiomath other human beings. There is
therefore a zone of interaction of a person witheo$, even in a public context, which may
fall within the scope of ‘private life

The scope of privacy is thus not limited by the 4raiimate nature of personal information or acts
concerned, nor by their public occurrence. Thaividdals enjoy a right to privacy even with
regard to behaviours, attitudes and communicationsublic spaces like streets, shopping malls,

3 ECHR, Von Hannover v. Germany (2004) 40 E.H.R.@&t [50].
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airports..or even at work/means that, recording, storage and use of infoomatelating to
individuals in these various places constitutesnaasion of their privacy that must, in order to be
lawful, comply with the conditions set at articl82Bof the European Convention of Human Rights:

There shall be no interference by a public authyoritith the exercise of this right except
such as is in accordance with the law and is neagss a democratic society in the
interests of national security, public safety og #ttonomic well-being of the country, for the
prevention of disorder or crime, for the protectiohhealth or morals, or for the protection
of the rights and freedoms of others.

The « horizontal effect » doctrine of the Europ€uourt of Human Rights results in making those
requirements valid for private interferences ad.wel

Recently, the German supreme cSuacknowledged, as part of the right to privacy, lasic right

to the protection of confidentiality and integrity information systems », that is, the right not to
have one’s information technological systems sestdby government, law enforcement officials
and intelligence services except, after approvabljydge, in the rare circumstances of « factual
indications for a concrete danger » in a specifises for the life, bodily integrity and freedom of
persons, for the foundations of the state or thstexce of humans. The mere probability that the
danger will materialize in the near future is irfguént to authorize such online searches, whiah ca
thus not be used for normal criminal investigatiamrsgeneral intelligence work. Information
technological systems are defined by the Germant @susystems, such as laptops, PDA, mobile
phones etc. which

alone or in their technical interconnectedness camtain personal data of the affected

person in a scope and multiplicity such that acdesthe system makes it possible to get
insight into relevant parts of the conduct of IdEa person or even gather a meaningful
picture of the personality.

The decision was grounded on the following :

From the relevance of the use of information-tetbgical systems for the expression of
personality (Personlichkeitsentfaltung) and frone tdangers for personality that are
connected to this use follows a need for protectiat is significant for basic rights. The
individual is depending upon the state respectirggjustifiable expectations for the integrity
and confidentiality of such systems with a vieth&unrestricted expression of personality.

This is but an example of how the judicial intetpt®n right to privacy might evolve as to adapt to
the new circumstances of the advanced informaticresy.

4 See ECHR, Copland v. United Kingdom, 62617/00 J3@CHR 253 (3 April 2007). As for the applicabjliof the
Directive 95/46/EC, Article 29 Data Protection Wimdk Party explicitly explained in its Opinion 8/2D®@n the
Processing of Personal Data in the Employment Garsept. 13, 2001 (5062/01/EN/Final WP 48), a) #4at “[t]here
should no longer be any doubt that data protea#guuirements apply to the monitoring and survedéanf workers
whether in terms of email use, internet accesgovithmeras or location data. »

45 BVerfG, 1 BvR 370/07 vom 27.2.2008.
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4. freedom ofthought, conscience and religioncluding freedom, either alone or in community
with others and in public or private, to manifeste® religion or belief, in worship, teaching,
practice and observance (Article 9 ECHR) ;

5. freedomof expression including freedom to hold opiniamsl to receive and impart information
and ideas without interference by public authoaityl regardless of frontiers (Article 10 ECHR) ;

6. freedom of peacefidssembly and to freedom of associatiaith others, including the right to
form and to join trade unions for the protectiorhi interests (Article 11 ECHR) ;

7. freedom ofmovement(Article 2 of Additional Protocol N°4 of the ECHRrticle 45 of the
Charter of Fundamental Rights of the Egluding the right to move without being constantl
traced In its Opinion 4/2004, the Article 29 Working Pantpted explicitely that freedom of
movement does not only mean that one must bedre®te in the physical space, but also that one
must be free to move withouth inevitably leavingntbouous and/or fréquent traces of one’s
movements for the benefit of systems enabling peemi& Optical observation and grassing
out*® Being seen without seeing may indeed constrain gheson in her movements and
trajectories’’

8. the right to enjoy these freedomighout discriminationon any ground such as sex, race, colour,
language, religion, political or other opinion, ioatl or social origin, association with a national
minority, property, birth or other status (Artidd ECHR);

9. the right of persons with disabilitiedo benefit from measures designed to ensure their
independence, social and occupational integratrah @articipation in the life of the community
(Article 26 CFREU).

The principle of respect for human dignity, for ploal and mental integrity, may be said absolute:
they allow no exception at &f] whereas the rights to privacy, to freedom to riesione’s religion

46 See also the European commission for Democracgudgin Law (Venice Commission), Opinion on

vidéosurveillance in pubic places by public auttiesi and the protection of Human Rights, adoptedheyVenice
Commission 16-17 March 2007, CDL-AD(2007)014.

47 See our first Deliverable on legal issues, idgimi the risk of anticipative conformity as one tife

uprecedented challenges raised by the implémentafitMiauce scenarii and my reflections in Rouvray, « Privacy,
Data Protection, and the Unprecedented Challenigémbient Intelligence » irStudies in Ethics, Law and technology
Berkeley Electronic Press, 2008.

8 This is not absolutely non controversial thougke €armi, G.E., “Dignity versus Liberty: the twostern cultures of
free speech”, (August, 22 2008). Available at SSRit://ssrn.com/abstract=1246700.
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or belief, to freedom of expression, to freedomas$ociation, are not absolute rights: they can be
interfered with in exceptional cases, provided tih&t interference is in accordance with the law,
and only on the condition that interference is 88agy in a democratic society in the interests of
national security, public safety or the economidlaweing of the country, for the prevention of
disorder or crime, for the protection of healthmorals, or for the protection of the rights and
freedoms of others.

A crucial requirement is thus — for any scenarie oan imagine — that it complies with that general
principle of proportionality, which is much ‘broadehan, for example, the data protection
requirement that personal data collected and psecele non-excessive: “the very installation of a
surveillance system is unlawful if other types ohtrol allow attaining the purposes to be achieved
without making use of personal dafg.”

The peaceful enjoyment of privacy requires thatawee be able, at certain times and in certain
activities, to shield themselves from observatignumauthorized third parties. This requirement
entails the non observability of many aspects artd af daily life by unauthorized partie, even
using automated means and without the data subgicy identifiable, as well as the inviolability
of the home conceived not only as a physical spatalso from a virtual standpoint.

As a matter of fact, anyway, one may anticipate Wizenever a scenario does not comply with the
proportionality requirement as defined in Human H&sginstruments, it will also lack social
acceptability and infringe on ethical values. Thppasite would also be true : scenarii that would
not meet the criteria of social acceptability amkical validity would most probably also fail to
comply with the proportionality requirement andste considered contrary to Human Rights.

Human Rights principles (or the specific conditiarfstheir exceptions) must be complied with
unconditionally, unlike data protection requirensgmhich only apply in the hypothesis specified
in the relevant EU Directives: in cases involvihg processing of personal data. One objective of
this section, besides helping the partners to treudé project to identify the means to ensure that
application scenarii ensuing from the Miauce proil not infringe upon Human Rights, is to
ascertain when the applications contemplated faliwthe scope of the European data protection
framework and when they are clearly outside thapsc It should thus be noted right away that
even when an application scenario clearly fallssiolet the scope of the data protection regime
(because the processed data are unambiguously ranasy for example) it may nevertheless be
guestionable from the broader point-of-view of othendamental rights, such as privacy (the right
to data protection does not exhaust what privacgbisut®), freedom of movement, freedom of

49 Buttarelli, G., “Surveillance in Public Paces aRdotection of Personal Data” iBuropean Commission for
Democracy Through Lawstudy No. 404/2006, Strasbourg, 14 February 2007.

%0 see the part addressing legal issues in our digiverable, where we listed, among the ‘facetspdfacy, and
besides informational privacy (data protectionfertional, physicial, emotional, relational, sphfiavacy, ...
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expression, non-discrimination etc. Identificatisssues (data protection) do not exhaust all
potential issues arising from what one may broadlysurveillance, monitoring and profiling.

e.g. safety scenario (escalator) : besides poteai@ protection issues, and even when all data
protection law requirements have been complied,\iit& mere presence of cctv systems embedded
in the infrastructure de facto decreases the lesfelprivacy enjoyed when using these
infrastructures ; whenever the system’s functiomggyplts in individuals feeling compelled to avoid
using the infrastructure at all, as to avoid beiregorded” by a CCTV system, their freedom of
movement and right not to be discriminated agamesy also be an issue.

e.g. interactive web-TV scenario : besides potemlza protection issues, emotional privacy is
obviously interfered with as the user’'s emotiorestarbe scrutinized.

e.g. marketing scenario (shop window) : besideemni@l data protection issues, attentional and
emotional privacy are at issue when individualszegaand facial expressions are recorded and
observed.

5.2 Data protection issues

Data protection issues are obviously involved hia three prototype scenarii, and in any context of
implementation one can imagine.

An unavoidable question is to what extent the Mé&aacenarii must comply with the restrictions
and obligations imposed by the European Directargd, a contrario, to what conditions, or in
which cases, compliance with the data protectiancyples are dispensable, from a legal point-of-
view. It remains that two kinds of legislations mie taken cumulatively into account in that
context. Directive 95/46 EC has enacted the majislitive principles applicable to all processing
of personal data and definitively most of the scemhosen by the MIAUCE consortium will be
subject to these personal data protection legisiat the extent that they are dealing with persona
data. Beyond the directive one may underline thatGouncil of Europe Convention n. 108 on the
protection of individuals with regard to the autdimgrocessing of personal data dated from 1981
had fixed the major principles of data protectibattinspired the Directive, but that the principles
of the Council of Europe Convention are more exteg applicable since they are covering all
kinds of personal data processing and not onlglogs the Directive, data processing falling under
the first pillar, the exclusion of processing agged by enforcement agencies or intelligence
services.

Moreover, in the future, technologies developedh@ MIAUCE project may be used for other
purposes and ignore the severe constraints (ctadrenvironments, safety rather than security
purposes, exclusion of profiling in the marketingmsario, etc.) the MIAUCE partners have wished
to impose through their drafting of the scenar®g.instance the pure safety scenario (Scenario 1)
which proposes to work only with blurred faces neasplve into a scenario in which faces and
movements of people will be collected and analyipeddentifying among them either persons in
need of help or suspect persons. In that caseyipadrdata protection will definitively be applicabl
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But even if no personal data is processed, the saprire of even non personal datais subjected in
most of the European countries to specific legmfst dealing with videosurveillance,
“Videosurveillance Acts®! applicable even when no personal data is collected

The main principles enacted in these legislatioesv@ore or less the same as those proposed by the
Data Protection legislations: it means the prireipt ransparency which renders mandatory the
obligation for the users of these videosurveillaegstems to take measures in order to ensure the
information of the persons whose data are captanedthe purposes of these collection. That is the
sense of the message “Smile you are filmed” affiaethe entrance of the supermarket. The other
principle is thdegitimacy andproportionality principle which limits the data to be capturedyonl

to the data needed for the accomplishment of ainegfie purpose and just for the duration of the
accomplishment of the data. If as manager of aestpsu want to use data for determining the
appropriate location of your shelves, you do nadh® keep the images for a long time but just a
while for calculating the number of persons ateddby a certain product. Finally one mentions the
additional, principle of security which implies théligation to take appropriate security measures
for ensuring that no illegal usage of the captwtath may happen.

Just a word about the e-communications and Pri\icgctive 2002/58: this directive is not

applicable to private networks even though thisnbeensidered sub-optimal by the article 29
Working Party. However certain provisions enactadthe Directive are applicable to private
networks, like the article 5.3 about terminal equgmt. This article forbids any intrusion into a
terminal equipment connected to a network withoitihd@vawable consent of the terminal user. This
article may receive application in the contextred MIAUCE scenario Interactive Web-TV

In the next lines, we will develop the consequenoéghe application of the personal data
legislations. We take as reference the Europeaeciie 95/46 already mentioned which has been
implemented in all European countries with only anidivergences.

5.2.1 APPLICABILITY OF DATA PROTECTION LAW

5.2.2.1 Applicability of Personal Data Protectioadislation to the scenarii.

Definition of “personal data”

Data protection principles apply to the processihgpersonal data” that the directives define as:
“any information relating to an identified or idérble natural person (‘data subject’); an
identifiable person is one who can be identifieidectly or indirectly, in particular by reference t

1 Videosurveillance is an ambiguous concept sinoevers systems of capture of images in order reifhem

one part to detect abnormal or deviant behaviotigeople (videosurveillance in the strictest serzss®) either from
the other part to detect the presence and follewbishaviour without intent to control people butycior detecting

their attitudes in order to better marketing sgags. It might be clear that the same technologyhtbe used for both
purposes.
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an identification number or to one or more factgpecific to his physical, physiological, mental,
economic, cultural or social identity.”

The notions of “identification or identifiability” reflect situations where a person may be
recognized among a small group of individuals bygisneans reasonably available either to the
data controller or by a third party (for instancg law enforcement officials matching faces
captured by a CCTV camera and a data base corgginitures of suspected criminals). No data
protection issues arise whenever captured imagesblarred immediately and original, clear,
images are immediately discarded, and where na otleans exist to re-identify the persons who
have been filmed.

Except when the data is anonymous or automatiesdbnymised from the start (it will not be the
case if the images are blurred only after theingnaission to the central security office) then, any
collection, storage and use of coded or personal dating to human subjects must comply with
the 1995/46/EC Directive on the protection of indials with regard to the processing of personal
data and on the free movement of such data. Wheaddition, that information is about the user’s
communications over the internet (as in the intitraaveb-TV scenario), the Directive 2002/58/EC
concerning the processing of personal data andptis¢ection of privacy in the electronic
communications sector (Directive on privacy anccietic communications) must be complied
with.

The finality of the data processing although a fundamental criteria to assess thed@imacy of

the processing - is not a relevant criterion for tle applicability of the data protection regime.

In the safety scenario, for example, although thed the image capture is not to identify, control
or monitor individuals, the captured images areetiogless personal data if, on the basis of these
images, individuals are or can be identified.

The necessary condition for excluding the applozatf the data protection directive is that theadat
be anonymous (that is, that it cannot be traceé ttaan identified or identifiable person). In athe
words, if one wishes to avoid the obligation to gynwith the requirements of the data protection
regime, relevant technical measures must be impiadehat ensure reliable anonymization of the
processed data. Except when the possibility totifyethe individuals involved is an absolute
necessity for achieving the purpose of the scenaiata must be irreversibly anonymized. Due
attention should be paid to the fact that, giveten¢ technological developments in the field of
biometrics, which, for example, may allow identfimn and recognition of unique features that
characterize each person's walking, writing an@mogatterns and attitudes, even blurred images of
individuals (whose faces are not ‘visible’) may be® considered as personal data the processing
of which requires compliance with data protectiawd. The conditions to be met as to comply
with this ‘anonymity requirement’ cannot be fixed ance and for all, especially considering the
fast evolution of biometric identification technolajies.

Moreover, due attention must be paid to the possibl evolutions of the legal definition of the
concept of personal dataln view of the difficulties raised by RFID systerfwghich, although not
necessarily carrying ‘personal data’ endanger ugensacy in a myriad of ways) and of the still
unclear status of ‘profiles’, the concept of perodata has recently received a broadened
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definition by the Article 29 Working Partjon the protection of personal data. Personal rédéas,
according to the WP29 opinion, to:

- “any information”, either objective (such as thastances in one’s blood) or subjective (such as
opinions or assessments), either correct or incgrrgbout individuals, regardless of their
position or capacity (as consumer, patient, em@pyc.), and regardless of the format or
medium on which that information is contained (nuced, graphical, photographical,
acoustic,...).

- that relates, even indirectly, to individualsféimmation on the functioning of a machine where
human intervention is required and allowing to asae the productivity of the person working
on that machine, or information about the lengtth pace of a queue, allowing to ascertain the
productivity of an employee in an office or a shdmither because it contains information
about a particular person and/or because thatnre#ton is processed for the purpose of
evaluating, treating in a certain way or influemcithe status or behaviour of an individual,
and/or because the processing of that informatsotikely to have an impact on a certain
person’s rights and interests (the mere fact tmatindividual could be treated differently from
others as the result of the processing of the datiats as “impact” in this regard), taking into
account all the circumstances surrounding the case.

In an example, the Article 29 Working Party asstréd in case of videosurveillance, when the
purpose is finally to have the possibility, not eegarily immediately but perhaps in the future (in
order to identify the person responsible of andant on the escalator, for example, in the Safety
scenario) the captured data are personal dataulfilveate criteria to decide whether a specificadat
is personal data or not would then be the pogsiltiat, thanks to the processing, action could be
taken vis a vis the subject.

This broad understanding of the concept of persdatd is not unanimously endorsed in all the
countries of the European Community though. Howitlerpretation by the Group 29 will impact
of future interpretation of the applicability ofehilirective remains to be seen.

That data are not personal data does not meandhsiecific legislation remain applicable. As
previously said, the so-called VideosurveillancésAemains applicable with the consequences
described above, notably the obligation to makesttstem transparent and to notify the existence
of it. Administrative requirements may also be $bgfively also exist such as the obligation to
register the videosurveillance system. Furthernser&ain specific legislation are dealing with the
guestion of videosurveillance employed for coningllemployees. The main additional principle

2 WP 136,0pinion 4/2007 on the concept of persoa##,dadopted on 20th June, available on the websitee EU
Commission

>3 The WP29 had previously noted, in the contextt®idiscussion on the data protection issues rdigedFID tags,
that “data relates to an individual if it refers ttee identity, characteristics or behaviour of adividual or if such
information is used to determine or influence theyvin which that person is treated or evaluateW/diking Party
document No WP 105: "Working document on data mtaie issues related to RFID technology”, adopted o
19.1.2005, p. 8.)
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laid down in these legislations is the obligatimposed to the employer to hold prior consultations
with employees representatives before installindhsupowerful instrument of 54.

Sensitive data.

Some types of personal data may never be processeady only be processed under severe and
strict conditions. Article 8 of the Directive 95/ makes it in principle illegal to process
personal data revealing racial or ethnic origin, pdtical opinions, religsious or philosophical
beliefs, trade-union membership, and data concernihealth or sex life>® This raises particular
guestions with regards to some of the potential ugka applications, as the intervention of
information technologies may alter the ‘nature’tbé data involved (not sensitive a priori, but
metamorphosed into sensitive data as a resulteopthcessing). Images of persons unavoidably
provide information about their racial or ethnidgon, and may also in certain cases provide
indications of their religious faith and healthtag profiling of persons on the basis of their
preferred entertainment programs in a context teractive web TV may generate indications about
these persons’ political opinions, religious orlpsophical beliefs; tracking of potential consumers
gazes through a shop window may reveal sensitipecss of their private life. These data are
however not, from a technical point-of-view, underrent data protection framework, considered
sensitive data at least as long as it remains dstrated that the purpose of the processing ismot t
identify these sensitive characteristics. So tmepk recording of people among whose persons
with disabilities might be recognized will not letmlthe application of the more severe provisions
of the Directive except if the processing is ainadidentifying individuals belonging to the
category of, say, impaired individuals as to, fstance, analyse their consumer's preferences.

Definition of “data subjects”

The “personal data” at issue may relate to eitherdimple “user” of the infrastructure (people
using the escalator, individual watching interagtiveb-TV, potential customer watching through a
shop window), or the airport or shop employeesp@nyone who happens to appear on the video-
stream. The obligations and rights ensuing fromdaa protection regime must be identified and
complied with in relation to the different categriof data subjects, whatever their “role” may be
in the scenario.

e.g. —In the escalator scenario: potential datgestshinclude any individual using the infrastruetu
(escalator); employees of the airport each timey tbess the area covered by the camera;
employees of the airport whenever the captured énmaight be are used to assess their productivity
or to control the quality of their work or servi¢iéthe broad definition of “personal data” adopted
by Group 29 is complied with);...

*4 About the guestion of videosurveillance and pnwasee Art. 29 WG, Opinion 25 nov. 2002, WP 67 personal
data processing by videosurveillance, availabteatvebsite of the EU Commission

*° Article 8 The processing of special categoriedaif:
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- In the supermarket shelf scenario: potential datgects include not only the any passer by who
happens to be filmed customers but also the; erepkopf the shop;...

Definition of “processing”

Any “operation” (collection, storage, use,...) inviolg personal data is considered a “processing”
under the EC Directives and relevant national ladws; collection, or storage (including in images
repositories) of texts, images, sounds, etc. isidened “processing”. It must be underlined that th
simple fact to collect, through CCTV, clear imag#spersons, even though these images are
blurred immediatelafter they have been recorded, is sufficient to condidese captured images
personal data (at the capture stage). The anongiamse in that context a second operation
applicable to the personal data collected .

Definition of the “data controller”

The data controller must be identified taking irgocount all types of delegations of service
provision that may happen. So, in the safety soeriar example, the data controller may be the
airport authorities, the provider of technical seeg, or third parties having been made responsible
for the data processing, or all of these actoraisaneously. (Art. 6) Due account must be taken of
the fact that the scenario involves a network ofors¢ and of applications, and therefore
complexities regarding the ascription of respottisiés among actors.

Besides the category of data controller, the Diwvectentions the possibility to have processors
when the processing is carried out by a third partybehalf and under the control of the data
controller. For instance, we might imagine thatupesmarket not having the technical or human
means to operate the CCTV system would requesiutinesher of the system to process the data
and disclose the main results to the supermarketgea. Other example: a company specialized in
security would manage all security measures ofigroi, including the videosurveillance system
described in MIAUCE scenario on safety. Certaingailons are enacted by article 17 83 of the
Directive to data controller and data processothese cases. Firstly it is the duty of the data
controller to assess the quality of the data pmmeand his ability to provide adequate security
measure. Furthermore the data controller has toelefecisely, in a written contract, the missions
of the data processor, and to check if the dabegssor does respect entirely the limits of his
contractual duties. Precisely it is the data preces obligation not to infringe his contractuatids
and not to process data for other purposes thaethssigned by the contract. The processor shall
act only under instructions from the controllerh exceeds his mission (defined contractually) -
for example, the security company sells the pramb&safety’ data to marketing companies- he will
be acknowledged as controller himself and therefarease of illegitimate processing, may be sued
in civil and criminal courts.

5.2.2.2 Principles relating to the lawfulness déta processing: duties of the
data controller
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A typology of purposes ascribable to the technalalgdevices and systems developed in the
MIAUCE project includes the (not exhaustive) foliogy list: safety, security, efficiency,
marketing. Data protection law requires that thegppse of data processing be legitimate. Whenever
a processing is in the scope of data protection iamust comply with a series of requirements.
Article 6 of the Directive 95/46/EC specifies thregjuirements relating to the lawfulness of the data
processing.:

1. Member States shall provide that personal datatrbe:

(a) processed fairly and lawfully;

(b) collected for specified, explicit and legitiragiurposes and not further processed in a way
incompatible with those purposes. Further procagsihdata for historical, statistical or scientific
purposes shall not be considered as incompatibdeiged that Member States provide appropriate
safeguards;

C)....

It shall be for the controller to ensure that paragh 1 is complied with.”.

Let us describe each condition of this lawfulness.

1. Fairness: the processing must be lawful and the data musblbected in a transparent way. The
right of the data subject to data protection mesténstantly weighted against the interests batt th
party or parties in obtaining personal data. Coselgr the right to process personal data about data
subjects must be accompanied by effective meaalbaw data subjects to defend their interests,
especially to be kept adequately informed

2. Legitimacy: The processing must be according to article 6 @Dhective legitimate. Article 7 of

the EC Data Protection Directive 95/46 definestadf cases which makes a priori the data procgssin
legitimate. We do insist about the fact that to pynwith this list does not mean automatically tte
processing is legitimate but creates a presumatidegitimacy.

5.2.2 RRINCIPLES RELATING TO THE LEGITIMACY OF DATA PROCESSING

Whenever a processing is in the scope of data girotelaw, it must comply with a series of
requirements. Article 7 of the EC Data ProtectioineBtive 95/46 lists those basic principles as
follows:

(...) personal data may be processed only if:
(a) the data subject has unambiguously given hsemt; or

(b) processing is necessary for the performanca odntract to which the data subject is
party or in order to take steps at the requesthefdata subject prior to entering into a
contract; or

(c) processing is necessary for compliance witbgall obligation to which the controller is
subject; or

(d) processing is necessary in order to protecvitiaéinterests of the data subject; or
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(e) processing is necessary for the performaneetask carried out in the public interest or
in the exercise of official authority vested in tbentroller or in a third party to whom the
data are disclosed; or

() processing is necessary for the purposes ofleég@imate interests pursued by the
controller or by the third party or parties to whdtime data are disclosed, except where such
interests are overridden by the interests for fomel#tal rights and freedoms of the data
subject which require protection under Article 1 (1

Whereas safety and security (detection and intéikm@nscenarios will most probably rely, to
establish their legitimacy, on either « the vitaterest of the data subject », or the « publicresie
or exercise of official authority vested in the toller », marketing and convenience (profiling)
scenarios will more probably rely on « consent ther« legitimate interests of the controller ».

The vital interest of the data subject may be dliifi to establish though, as indeed society has so
far coped with the vital interests of individualsthout the sophisticated surveillance systems
proposed in Miauce. “Vital interest” has to be pteted in the strictest sense. A vital interesdtis
stake when the situation threatens a person’s life.

The public interest may only be invoked when th&adantroller is vested with official authority,
which would probably not be the case in most buissirmses contemplated so far but which might
be the case if the videosurveillance system is leoupvith the information system of law
enforcement authorities occasionally or on a pegnaibasis. Another question might be raised
regarding the storage of records by the data clbetia order to allow access to these data by law
enforcement agencies upon their request. In ouriapj data storage for the purpose of responding
to such “potential requests” is not legitimate atbsexplicit legal obligation to proceed to such
storage. The 2006 data retention directivewhiclcipety imposes such an obligation to keep
specific data, called “traffic data”, is not applide to CCTV. Notwithstanding this principle, some
EU legislation requires the data controller to mfothe law enforcement agencies about their
CCTV systems and their characteristics and makeompulsory to grant an access to these
authorities when their request is based upon aigryi mandate...It must be underlined that the
guestion of access by these authorities to the plateessing operated by private parties is not
covered by the Directive 95/46 since this accesarbi falls under the third pillar.

The unambiguous consent of the data subject ishhtdly avoidable as a necessary condition for
the whole system to be legitimate. For the congebe unambiguous, it cannot be merely implicit.
Therefore, whenever possible, « opt-in » systenasildhbe preferred to « opt-out » systems. True
consent presupposes a real possibility of choigareaondition which would not be met if a data
controller conditions the delivery of a serviceg(eghe access to the TV channels) to, for example,
the user consenting to be observed and trackedighra webcam. The fact that a financial
advantage be offered to the person who acceptave her data processed may also challenge the
validity of consent.

The last possibility is often advanced by marketergustify their processing: “processing is
necessary for the purposes of the legitimate istengursued by the controller or by the third party
or parties to whom the data are disclosed, excdmravsuch interests are overridden by the
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interests for fundamental rights and freedoms efdata subject...” They argue that their interest a
marketers is legitimate and that the prejudice ttayse to the data subject is minor in comparison
with the benefits the data subjects will get frdma publicity and with their own legitimate intergst
As the value behind data protection is the fundaadeight to privacy, including the right not to
undergo excessive pressures and constrains inutbeanous development of one’s personality,
and that individualized marketing and advertisingyncome to be so effective that it may indeed
exercise such an excessive pressure, the markatgrshent does not appear sufficient to justify in
all cases such data processing.

The legitimate interests pursued by the contraleby the third party or parties to whom the data
are disclosed may legitimize the processing as &mnthese interests are not overridden by interests
for fundamental rights and freedoms of the datgestibA balance must therefore be made between
the data controller's and the data subject’s iststeThe more the processing infringes upon the
data subject’s fundamental liberties and freedaimes,less probable it is that the processing will
appear legitimate.

Information must be provided, in adequate formaliopotential data subjects. This includes all
employees working in any considered infrastructu@onsent must be explicit, and revocable.
Therefore « opt-in » solutions should be prefetced opt-out » solutions.

e.g. In the safety scenario, as well as in the stiodow scenario, the classical pictogram must be
present at both ends of the escalator.

e.g. In the interactive Web-TV scenario, comprehenmformation, in an understandable form,

must be provided to the users, about what typafofination is being collected and processed, with
what aims etc. Rather than an « opt-out » systémwialg users to refuse interaction, an « opt-in »
system must be technically put in place, allowisgra willing to do so, to enter in the interaction.
The user must be empowered with technical meaowial) him or her to reset his or her profile

(that is, to erase any information relating to lwmher stored in the system). Refusal to partieipat
in the interaction must not result in any disadaget for the user. The potential incentives for
inducing user to enter in the interaction mustb®excessive.

Prior Determination of the purposes:The data controller has the duty to define prégite
purposes of his processing and to make them ekgtioneans that he has not to use vague wording
but definitively to enunciate in a document thegmses in a way which might be understandable by
a reasonable data subject and apart from whichatesubject will envisage the reason why the
data are collected. For example: if in case of mtamlg usage of the data collected through a web
camera installed on a TV, | say to the customerlthallect the data for marketing purposes. It
might be for this people to know exactly if they arsing profiles for one to one marketing or just
having statistical information about the audierte impossible for the data subjects to know if

the data controllers are selling the data to thadies or just keeping the data for their own
marketing purposes.

Compatibility : This requirement is very important in evolutivetsys like most of the automated
processing since it is very easy apart from anmalgpplication existing at the moment of the data

Version 1.0 11/09/2008 72 WWW.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C E D5.1.2 Page 73 / 141

Ethical, legal and social issues

collection to imagine a new one that will allow npurposes. For example, | am collecting data in
a supermarket only for security reasons but attaicemoments | can imagine that | will couple the
data so collected with a automated recognitiomeffaces (matching the images recorded in real
time with the images collected at the moment ofdteation of the shopping cards) in order to
propose to the persons so recognized individuaketiaug offers. This usage is new and has not
been announced at the moment of the data collefthiermoment of the delivery of the shopping
card). The question is then the following: Is thatew usage or might this usage be considered as
compatible with the former one? The criterion tstitiguish the compatible use versus the
incompatible use has been defined by the critesfdhe reasonable expectation. In other words,
would the data subject have had the possibilithatnitial moment of the data collection to
imagine this future usage as included in the pwemdshe processing. If yes, the processing is
deemed compatible and is legitimate without newnfdities. If not the processing is a new one and
has to find a basis for its legitimacy and the dafigject must be at least informed or even agree to
this processing.

Data minimization is another legal requirement implying that onle tpersonal data that is
necessary for the implementation of the system lghbe collected, processed and/or stored, and
that the data must be deleted when no longer negesand after the legal conservation
requirements.

The data controller is, moreover, responsible faueing that the processing complies with the data
quality requirements.

5.2.3 BLIGATIONS RELATING TO THE PRINCIPLES OF “ DATA QUALITY”

Article 6 of the Directive 95/46/EC specifies tleguirements relating to the data quality:

1. Member States shall provide that personal daist tve:

(a) processed fairly and lawfully;

(b) collected for specified, explicit and legitirerapurposes and not further processed in a way
incompatible with those purposes. Further procgseindata for historical, statistical or scientific
purposes shall not be considered as incompatiloeged that Member States provide appropriate
safeguards;

(c) adequate, relevant and not excessive in relatothe purposes for which they are collected
and/or further processed,;

(d) accurate and, where necessary, kept up to daéey reasonable step must be taken to ensure
that data which are inaccurate or incomplete, ltavegard to the purposes for which they were
collected or for which they are further processed,erased or rectified,;

(e) kept in a form which permits identification @&ta subjects for no longer than is necessary for
the purposes for which the data were collectedoomiich they are further processed. Member
States shall lay down appropriate safeguards feosop@l data stored for longer periods for
historical, statistical or scientific use.

2. It shall be for the controller to ensure thaiggaaph 1 is complied with.
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Among the data protection principles that must bmpglied with in any scenario involving the
processing of personal data, whatever the finalftthe processing, the following are particularly
important:

Personal data must be collected for specified, i@kpnd legitimate purposes and not further
processed in a way incompatible with those purposes

Beyond the stage of prototype scenarii, finalif@spurposes, or business cases) may obviously be
diverse and combine or shift from one to anoth&r ¢évne.

e.g. The “collapsed escalator” scenario is preskeasea safety rather than as a security scenario to
the extent that the purpose of the technologicatesy implemented is not to control or monitor
peoples' behaviours, but merely to monitor occgrevents, and characterize them according to
their potential to result in situations unsafetfue users. Yet, if the video camera happen to captu
images suggesting that some individual might betlmn point of causing degradation to the
infrastructure, or of committing a crime of anytsdhe system put in place could well be used for
security rather than merely for safety purposess Thnot unimportant, as criteria of legitimacy
vary depending on the finality pursued.

Given the dynamism and plasticity of the systemsate, constant monitoring should be exercised
as to ensure that the conditions of legality (coamme with human rights as well as data protection
requirements) are always met. The whole systemisneacy should be reassessed each time a shift
in the variables involved occurs. The legitimacy amnoportionate character of a given surveillance
system, for example, may well be established irtiipecircumstances when those circumstances
involve a higher than usual risk level, but disagp@long with their legality) in ordinary times.
Measures must be taken in that case as to ensatethta whole system be disabled (when
implemented through CCTV and other technologicaias, surveillance is usually carried out in a
steadier fashion compared to other forms of — no@easional and/or irregular in nature — human
control).

The criteria of legitimacy are unavoidably contingen non-legal factors, such as the processing’s
societal acceptability and its compliance with edhiprinciples. Legal, societal and ethical
assessments are thus, de facto, interdependecbargementary.

The proportionate character of an application véthegitimate purpose must be demonstrated
taking into account all existing technical and riechnical solutions that provide an alternative to
the processing of personal data. The processimgsonal data may be considered proportionate
only when no such alternative is available at reabte cost. The fact that data subjects (the
‘users’) have consented to the data processing wloeger se absolve the data controller from his
obligation to guarantee that the data processingpties with that proportionality requirement. No
justificatory cause absolves a surveillance sysfeom complying with the proportionality
requirement. Consent, especially, is never byfitsedufficient justification to do away with the
requirement that the system put in place be prapuate to the legitimate finalities pursued.

Moreover, a technological system put in place fayiveen purpose may well, over time, and as
technology and circumstances evolve, be used fditiadal or different purposes: replacing the
whole system would make no economic sense in . cAn acceptable way of dealing with the
apparent contradiction between the requirementugbgse-specificity of personal data processing
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and the need for incremental adjustment of whateystem is in place may be continuous
monitoring.

5.2.4 RIGHTS AND PRIVILEGES OF THE DATA SUBJECT

5.2.4.1. Information

A central notion of data protection regimes is tlm¢ion of the data subject’'s informed consent to
the processing of « his » data. A first issue exthwhat kind of information should be provided to
the data subject in order to comply with the leg@juirement? Article 10 and 11 of the European
Directive 95/46/EC address that issue.

Article 10 - Information in cases of collectionddta from the data subject :

Member States shall provide that the controllehisr representative must provide a data
subject from whom data relating to himself are exiitd with at least the following
information, except where he already has it:

(a) the identity of the controller and of his reggstative, if any;
(b) the purposes of the processing for which tha dee intended;
(c) any further information such as

the recipients or categories of recipients of thead

whether replies to the questions are obligatoryvoluntary, as well as the possible
consequences of failure to reply,

the existence of the right of access to and thd tmrectify the data concerning him

in so far as such further information is necessdrgying regard to the specific
circumstances in which the data are collecteduarantee fair processing in respect of the
data subject.

Article 11 - Information where the data have na¢rbebtained from the data subject :

1. Where the data have not been obtained fromdteesiibject, Member States shall provide
that the controller or his representative musthat time of undertaking the recording of
personal data or if a disclosure to a third pastgnvisaged, no later than the time when the
data are first disclosed provide the data subjdth at least the following information,
except where he already has it:

(a) the identity of the controller and of his reggstative, if any;
(b) the purposes of the processing;
(c) any further information such as
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the categories of data concerned,
the recipients or categories of recipients,
the existence of the right of access to and ths tmrectify the data concerning him

in so far as such further information is necessdrgying regard to the specific
circumstances in which the data are processedjamagtee fair processing in respect of the
data subject.

2. Paragraph 1 shall not apply where, in partictdamprocessing for statistical purposes or
for the purposes of historical or scientific resbathe provision of such information proves
impossible or would involve a disproportionate effor if recording or disclosure is

expressly laid down by law. In these cases MembeateS shall provide appropriate
safeguards.

5.2.4.2. Access and rectification

Another right of the data subject is the right wcess « his » processed data, have incorrect
information rectified or have personal data erasech the system. Article 12 of the EC Directive
95/46 describes the modalities to be complied witthis regard :

Article 12 - Right of access
Member States shall guarantee every data righvt@irofrom the controller:
(a) without constraint at reasonable intervalsaridout excessive delay or expense:

confirmation as to whether or not data relatingita are being processed and information at
least as to the purposes of the processing, thegaa¢s of data concerned, and the
recipients or categories of recipients to whomdae are disclosed,

communication to him in an intelligible form of tldata undergoing processing and of any
available information as to their source,

knowledge of the logic involved in any automatiogessing of data concerning him at least
in the case of the automated decisions referreid Aaticle 15 (1);

(b) as appropriate the rectification, erasure ockihg of data the processing of which does
not comply with the provisions of this Directive, particular because of the incomplete or
inaccurate nature of the data;

(c) notification to third parties to whom the ddtave been disclosed of any rectification,
erasure or blocking carried out in compliance wibh, unless this proves impossible or
involves a disproportionate effort.

5.2.5 ADDITIONAL REQUIREMENTS: SECURITY OF PROCESSING
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The security measures to be implemented by theadaui@oller rely on section VIII, with its articles
16, concerned by the “confidentiality of procesSirapd 17, concerned by the “security of
processing”, of the directive 95/46/EC.

According to these articles, “the controller musplement appropriate technical and organizational
measures to protect personal data” (articles 17,a88l these measures “shall ensure a level of
security appropriate to the risks represented leyptocessing and the nature of the data to be
protected.” (article 17, 81, second part).

The controller “must, where processing is carrietl @n his behalf, choose a processor providing
sufficient guarantees in respect of the techniemlusty measures and organizational measures
governing the processing to be carried out, andt reasure compliance with those measures.”
(article 17, 82). Furthermore, “Any person actingder the authority of the controller or of the
processor, including the processor himself, whodw®ss to personal data must not process them
except on instructions from the controller, unleess required to do so by law” (article 16).

Following paragraph 3 of article 17, “the carryiogt of processing by way of a processor must be
governed by a contract or legal act binding thecgssor to the controller and stipulating in
particular that:

the processor shall act only on instructions framdontroller,

the obligations set out in paragraph 1 of article ds defined by the law of the Member State in
which the processor is established, shall alsmt@mbent on the processor.

Following paragraph 4 of article 17, “for the pusps of keeping proof, the parts of the contract or
the legal act relating to data protection and ggpuirements relating to the measures referred to in
paragraph 1 shall be in writing or in another egleat form.”

The ten points for implementing a security plan rittays be summarized as follows:

1) The security policy must describe the risk asialythe priorities to be encountered by the
security plan, the duties and responsibilities ofkedy concerned by security, the incidents
management process, the elected measures to keéeglate the security system after its activation.
This point is relevant to the previous article Ba, concerning the appropriate organizational
measures.

2) A security counsellor must be appointed by tAaaontroller, to whom he will directly report.
He must have enough means, information, trainirdailities to fulfil his work. Mainly he must
justify the entire security policy. This point islevant to the previous article 17, 81, conceriingy
appropriate organizational measures.

3) The human security requires that every persqguliénh in the process of personal data will be
constantly and correctly informed and trained abtuspecific duties and responsibilities to fulfil
his work. In particular they will be informed thahy infringement of the rules can give rise to
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disciplinary actions, and that an oath of configdity may be required. Those two points are
relevant to the previous article 17, 81, concertiregappropriate organizational measures.

Furthermore, any delegation to a third party mustclarified in a contract. This contract must
incorporate the same obligations of security thhaoseé in effect inside the data controller
organisation. This point is relevant to the presiarticles 17, 82, article 17, 83 and article 16,
concerning the confidentiality of processing.

4) The physical security requires to install therage medium and the computer systems in
identified and well protected places. In case o¥ise continuity constraint, prevention, detection
and processing systems of physical danger mustdb@llied and regularly maintained. Regular back
up must be recorded in order to block accidentsi & corruption of personal data. Finally, the
access must be restricted to the authorized persalys at the hours justified by their function.
Those measures are relevant to the previous artigle 81, concerning the appropriate
organizational and technical measures.

5) The network integrity requires to protect théwwek implied in the processing of personal data,
against any unauthorized access (interference, an@jwetc...). This measure is relevant to the
article 17, 81 concerning the appropriate techmuossures.

6) The logical security of access requires a listhe authorized persons entitled to access and to
handle personal data, with their respective rigfiseate, read, modify, erase). The access
authorizations must be translated in technicalesysttaking part into the processing of personal
data. Identification can be completed by authetibbaThose measures are relevant to the previous
article 17, 81, concerning the appropriate orgamnal and technical measures.

7) Activity logging, tracebility and analysis of @ss must be foreseen in order to find the identity
back of any actor having accessed or processegdis®mnal data (physical access, or the logical
access, or both). Furthermore, data for tracelbiyng personal data, their processing must be done
with appropriated security measures. Those measugeselevant to the previous article 17, 81,
concerning the appropriate organizational and teehmeasures.

8) The surveillance and maintenance of procesgwnglution of resources and analysis of activity
logging must be planed. Regular checks (at leaské @year) of the objectives and the applied
security rules must be planed in order to correecnprove them in case of necessity. Finally every
reorganization or modification of the organisat&iructure must imply an updating of the exiting
security measures. Those measures are relevartet@revious article 17, 81, concerning the
appropriate organizational and technical measures.

9) The management of security incidents will désethe procedures to be followed when security
incidents are detected, as well as the personsomsdpe to handle those incidents. The
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circumstances of any incident must be analyzedrderoto infer the preventive or corrective
measures. In case of service continuity constramsovery and continuity measures must be
planed in order to face security incidents invalvan interrupted service for an unacceptable delay.

Those measures are relevant to the previous artigle 81, concerning the appropriate
organizational and technical measures.

10) A documentation must be written, with the fallng characteristics:

- exhaustive, formalized, proportional to the neiadsecurity,

- constantly updated,

- accessible in due course to whom it may concern.

In particular, this documentation must list at teas

the identity of the counsellor in security;

the policy of security;

the plan for implementation of security measures;

the inventory of the processed personal data, kheadisation and the executed processing;
the name list of the agencies, employees and alfieible to access those data;
the technical configuration of the systems and néets;

the technical documentation concerning the effectecurity measures;

the timetable of operations planning;

the policy of traceability;

This measure is relevant to the previous articlés 84, and article 17, 81, concerning the
organizational measures.

5.3. Responsibility and accountability issues

« Complex and confusing systems enable users asignges to blame the machine, but with
improved designs responsibility and credit will p@perly given and accepted by the users and
designers.®® The effective realization of that wishful predasti may be more difficult though.
Information systems built on multimodal observatidypically rely on a “post-modern”
epistemology where prediction of events, behavioets relies decreasingly on methods of
reasoning centred around tlxeplanationof phenomena in terms ofusalityand increasingly on a
logic that does not try texplainphenomena in terms chuses and consequengcbsat that merely
observecorrelations between phenomena, and, from thaereason, establishes and enriches

56 Shneiderman, B., “Human Values and the Futureemhnology : A Declaration of Responsibility” in Sfiderman,
B., (ed.),Sparks of Innovation in Human-Computer Interactidblex Publ., 1993.
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population wide and individual profiles. Identiftcan of causes formerly used in order to predict
consequences is increasingly replaced by observafi@orrelations in order to predict risks and
opportunities. This epistemological shift is faorfr unproblematic for the law. The notion of
causality is indeed central in any legal regimeesponsibility. The relevance of all this is of ceel
hypothetical, but would be undeniable if the tedbg®s developed in Miauce were to be used in
law enforcement applications, for example.

At the stage of technology implementation beyoreddgkperimental context, additional issues must
be considered, such as those relating to the wtitlear ascription of responsibilities for the
damages arising from a potential failure of theteys Potential responsibility for the failure
(designers; operators; data controllers;...); resyimlity for bad decisions induced by the automati
system (designers; operators; data controllersnyst be carefully addressed before the
implementation of any scenario. From a legal poiatiew, however, the technical intermediation
may be a challenge for the legal ascription of eespe share of responsibility in the actors nekwvor
involved. Further studies are therefore neededdtress the very troubling consequences, and to
assess whether current legal rules for the eshabéat of causality should be reworked as to fit the
needs for compensation arising from potential nmaifioning of these complex human-
technological networks.
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CHAPTER 3:

SCENARIOS EXPLORATION:
SOCIOLOGICAL, ETHICAL AND LEGAL ISSUES
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INTRODUCTION

This third chapter of the deliverable is dedicatedhe scenarios analysis.and to their progressive
consolidation around a sensible ethical, legal andal design. The whole approach has been
supported by a true participation of all the teanv®lved into the MIAUCE project. According to
what we have developed in the previous chapterdary the limits of the experts’ figure and our
approach of ethics as a pragmatic know-how, thigiation is a critical requirement to foster the
learning ability of all the involved teams to magensible choices when facing unknown ethical
situation.

In this chapter we will first assess each scenagthey have been proposed by the scientists and
the industrials and raise the major issues (soethlcal and legal) questioning them. This process
of analysis and prospective has given raised tollaative deliberation about new requirements for
the design of the technologies. These agreed mmeints are formulated at the end of the analysis
of each scenarios.
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1. SAFETY SCENARIO(S.1.3)

1.1 Situating the scenario

The first analysis of this scenario consists inlwglating the role and the responsibility of
the technologies at work into the scenario. To kiat twe use the typology drawn by,
Christoph Miller and Daniel Boos and presented hiager 2. According to this typology,
the S.1.3. can be considered as belonging to i Ebntrol and deployment (intervention
planning) system. (thé"4Type)

A typology of CCTV systems
Christoph Miller, Daniel Boos
Ziirich, Switzerland, January 2004

1) access control

2b) (self-)discipline, 3) collecting proofs
«awareness» [ evidence

/

«feeling safes 4) interventions, c&c,
cansfinne

Let us remind the role of this type of systems. Thain role of this system is to plan an
intervention. In that sense, this type of systerm $@me characteristics that differentiate it to the
others. First of all the objects that are survegesl not the individuals or the space but flow of
individuals, of cars. The recording and the analgdidata (being human or not) have to be in real
time in order to support quick intervention. Thesteyn has to be very reactive according some
parameters to detect normal and a-normal situafibis detection again can be human based on
experience and professional heuristic or autontstged on logical programmes and algorithms.

Based on this definition, it appears quite cleénbt the scenario S1.3 belongs to this fourth tfpe
system that means systems considered as instriumealiect in real time evidences that are used
to plan intervention. In this type of system thdemed images do not consider individuals but flow
of moving people (crowd) or moving objects (traffin order to survey the normality of the
flowing, to detect every breaks or a-normal sitmt{collapse, running panic, etc.) and to react in
‘real time’ : intervention.
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The general meaning of this S1.3 scenario is tefathe coordination between images collection —
problem detection - human decision — human intdiwenThe two first processes are automated
even if based on human choices in designs and péessn the two last belong to the human
intelligence and reactivity. In this coordinatidmain, the system designed by MIAUCE plays a role
of warning to detect and identify a-normal situasio

The main objective of S.1.3. is the detection obraalous situations in airport escalator exits
through the capture, analysis and recording of rm@res and trajectories on the escalator. The
exemplar hazardous situation depicted in the saemar@an escalator collapse resulting in people
being trapped in a crowd.

The scenario comprises several phases, that mqydiéied as:
A-lmage capture;

B-Interpretation: application of algorithm allowingterpretation of images as either normal
or abnormal or unexpected, potentially hazardausson;

C-Action taken either by human employee in charfjsexurity or by the system itself
(autonomic decision) to stop the escalator, leatieghuman employee to restart it after the
cause of disturbance has been remediate.

As it is presented by the scientists and the ingist this scenario is
1.2 Socio-ethical analysis

1.2.1 TECHNOLOGICAL PATERNALISM AND SOCIAL RESPONSIBILITIES

Regarding the social acceptability of the systend amoreover the related question of the
responsibility enacted by the system, it is impurteo raise the question of risk management
embedded into the system.

The first issue raised by this question of resailisi concerns the definition of the exact finglit
of the developed system. This definition is critimacapture the exact responsibility of this sgste
regarding risks of accident and of injured peoplees this system play a role of anticipation in
order to warn monitoring team about a risk of aeotdand of injures or, does this system play a
role of reparation helping to manage and to preaenidents and injures? This question is directly
related to the question of the real time considénamthis scenario and has to be clearly positione
in order to well define the sharing of responsiigiti in case of accident.

The second issue raised by the scenario as itneecos the complexity of the cooperation chain
between human and non-human actors. The map ohvbésed actors and their responsibility in
the chain of coordination has to be clearly definBais question is analyzed later on in the legal
analysis part. From a socio-ethical point of vigle clear definition of each involved actor is a
strong requirement for the social acceptabilityhaf system.

Actors Status
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Airport society Owner/legal
chair person
Public Citizens
System Designer Conceiver
Commercial Vendor
Monitoring team Employees
or private
group
Airport team Employees

Again, this clarification of the respective powerdaresponsibilities of human actors versus non-
human actors is critical if one would avoid risksladlangers for the involved actors. This issue is
particularly important to assess in case of lackadiility or defection of the system. Let us imag)i

a technical failure,, a problem of capture or d¢fiesal of data which leads to the non-detectio@ of
problematic situation. This defection has as comeege that a group of travellers collapses in an
escalator and is seriously injured.

This situation obliges us to raise two main questio

Who is responsible in case of a failure of the olesigon system?
What is the tolerance to risks that has to be enxhto the system?
But the failure or the defection can also be humanthat case the monitoring team does not

consider a signal of the system and does not wenintervention team in order to avoid fatal
consequence of a collapse. Here again, traveltersaaiously injured into the accident.

This situation obliges us to raise two additiona¢stions:

= Who is responsible in case of a human failure efdbservation system?
= How to avoid this type of human failure?

The third issue regards what we could call theneldyical paternalism inspired by this scenario.
By technological paternalism, we mean, along wittSSiekermann and F.Pallas (2006}he fact
that people become both more dominated by and demifin ever more complex and autonomous
technology. This questions directly the capabibfypeople for self determination and then the
vitality of our Society. In the scope of the comesd scenario, three risks related to this
‘technological paternalism’ should be avoided.

The first one well described in the literature dammcern the increase of stress that this
‘technological eye’ could bring on the monitoringofessionals in charge of the airport

*" Spiekermann, Sand Pallas, F."Technology paternalism. Wider implications of gitous computing” irPoiesis
Prax, vol. 4,2006 pp. 6-18
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surveillance. This is very in line with the imptiatontrol those technologies can make on the
professionals. Thus, security agents could cople mire stress and a more controlled work, due to
the recording of the video streams in the datal&sethis stress could also be related to the over-
expectation of the public, due to the presencehisf technological system, for rapid and efficient
intervention. This has well been demonstrated biler and D. Boos (2004) noting that
There is an important drawback of such CCTV systemmrking as ‘additional eyes’ for
police forces: While allowing them to plan theitanventions, these systemsmay at the same
time increase the public's expectance that thecpoliill intervene every time when the
public believes that there is a necessity for aarirention. This may result in an increased
pressure on police forces to intervene (otherwtisey may loose credibility)

The second one still regards the professionalsdandoncern the risk of de-skill of a decrease of
vigilance of the human operators due to the presefidhis technological eye. That means, for
instance, if the security agent or a monitorindfsteember detectde visusomething wrong on an
escalator, must he intervene or not if nothingatedted by the system? This raises the question of
the ‘confident technology’ and has to be clearlyirdal and explained to the concerned actors in
order to avoid non-responsible attitude

The third risk regards the decrease of the collear social responsibilities of the concerned jgubl

due to the presence of this technological eye. Thisven more critical when the technology is
implemented in a space marked by a high mobilitypebple and then by a very low level of
sociality. This observation has to be well taketo iaccount for the information displayed to the
public when such technology is implemented.

1.2.2 RJBLIC SPACE VERSUS PRIVATE SPACEBLURRING AND RESPONSIBILITY

For D. Lyon (2003) airports are filters to the nitigis that pass through them. Those places of high
mobility, cultural diversity and then low socialignd shared normativity are by excellence places
where surveillance systems have chance to be gmakloBut those places are also marked by a
sort of a tied and complex blurring between privaatd public, even if for the people they appeared
as public space.

The question raised by this blurring regards mattéy organisational and social impact that could
have the deployment of the technology at work.

First of all, as already underlined before, thelogpent of this technology raises questions about
the sharing of responsibility between private siyciecting those surveillance systems and the
public forces in charge of public order. As undesti into the literature, in many cases, the
deployment of this type of surveillance system fagites the blurring between private and public
by a sort of privatization process of public spa&s. the Report on the Surveillance Society

underlines, this question goes beyond the limithefspace:

Whilst both public sector and private sector shismfermation, boundaries between state and
private sector interests are blurring, as more tasik government are carried out through a
sometimes complex combination of public, privabdyntary-sector and market mechanisms.
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Increasingly, a variety of local partnership arragmgents bring together a variety of agencies
and professions so that their skills can be bdtteused on providing services to individuals
in a more integrated way. Where state informati®ravailable for private use, as has been
suggested with the National ldentity Register (NI&)ncerns have to be raised about the
limits to the consent of people as citizens andasumers, and where those boundaries lie.
Questions will continue to be raised with the ptisation of telecommunications, border
management (IBM’s Project Semaphore, the UK’s a@lbie programme) and local security
(e.g. Citizen Corps in the US who ‘look out for smal activities’).”®

We can note another intrinsic danger residing @t thlurring: personal data, contained in video
streams, could overflow from one purpose or onéos¢o another one. It is critical to design the
technology in order to limit the risk of this oviexv. This issue will be developed in the next
section devoted to the legal requirements.

This privatization process of the so-called puBji@ce - or of what is perceived as a public space
by the lay people- raises many issues that ovetbtestrict frame of the scenario at work. But it
seems important to point them out in order to baitederstand the major societal changes that
could generate the deployment of these observadigstems in our Society. Many urban
geographers soicologists have underlined the Fedta new observation or surveillance system in

the public spaces, for instance pedestrian streeddls, airport, implies a new organization of
urbanism.

The privatisation of urban space has raised consemmong many commentators, as a
process that systematically sorts the privileged compliant from the undesirable or
disobedient (e.g.: Caldeira, 1996a, 1996b; Davi898; Abaza, 2001), while subjecting
those who patronise these forms of ‘mass privat@gnty’ (Shearing and Stenning, 1981;
1983) to forms of surveillance and social enginegrso pervasive that conformity to their

rule systems is induced unthinkingly (see for exar8pearing and Stenning’s (1987) vivid
recollection of a trip to Disney World)... .

Moving from the ethics of surveillance to the etho€ exclusion, there is a growing danger
that the social orders will come to be defined bg tonservative requirements of the
popular majority, closing off access to those whallenge these conventiors”

One can note that the blurring between private @uidlic space are very close to what Giorgio
Agamben develops iHlomo Sacer, [I(2003): theState of Exceptiomlescribes a transitory and
extraordinary status in which the fundamental rolethe democracy are evicted, invoking security
and necessity reasons.

8 A Report on the Surveillance Society, For the Imfamtion Commissiondny the Surveillance Studies network, Full
Report, September 2006, p. 26.

59 Wakefield, A., “The Public Surveillance FunctioofsPrivate Security” irSurveillance and Societyol. 2 (4), 2005.
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It is firstly obvious that we frequently can no den differentiate between what is private
and what public, and that both sides of the cladsopposition appear to be losing their
reality(...) The state of exception consists, nastleia the neutralization of this distinction.
Nonetheless, | think that the concept is still ieséing. Think only of the multitude of
organizations and activities in the United Statbéstt at present, are devoted to the
protection and defense of “privacy” and attemptdefine what belongs within this realm
and what does not°

1.3. Legal issues.

1.3.1. APPLICATION OF HUMAN RIGHTS FRAMEWORK

The application of the international legal normsthe airport scenario leads to the following
observations. Regarding the international regutati@. the Human Rights frameworks, there will
be no serious threats against the human dignitggamst the freedom of movement, for the users
of the escalator as well for the security employeseg the system, as long as we consider a safety
purpose, with no specific will of people identifima.

Nevertheless, for the airport scenario, as for @fer Miauce scenario, we have to remember that
even if the data legislation does not apply tdt imight be questionable from the broader point-of-
view of other fundamental rights, such as privdoyedom of movement, freedom of expression,
non-discrimination among others. For the airpodnseio, as explained before, the mere presence
of CCTV systems embedded in the infrastructureattof decreases the level of privacy enjoyed
when using these infrastructures; whenever theesystfunctioning results in individuals feeling
compelled to avoid using the infrastructure ataslto avoid being “recorded” by a CCTV system,
their freedom of movement and right not to be distrated against may also be an issue.

In order to prevent any significant infringemena@gt the right to move without being constantly
traced, we recommend to blur the faces on the imagas technical measure will allow the system
to be adequately proportional in respect of a gaf@evention, offering a real improvement
regarding non technical devices, but not allowimy aesponse to a secondary security purpose.
However, in that last case, the decryption of therbed faces could be possible only in the context
of application compliant with article 8, 82 of tReropean Convention of Human Rights.

1.3.2. EUROPEAN DATA PROTECTION REGULATION

After this application of the Human Rights Conventi we will study the application of the

European data protection regulation. As alreadycadt the user of the system will have also to
take into account more specific legislation as ggleveillance Act which might cover also the
capture of non personal data. Within the framehef Data Protection Legislation, as previously

0 Raulff, U., “Interview with Giorgio Agamben — léf a Work of Art Without an Author: The State ofdeption, the
administration of disorder and private Life” erman Law Journaln®5, 2004.Special Edition, available on
http://www.germanlawjournal.com/article.php?id=437
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developed, we have to consider, different defingiovithin the specific context of the airport
scenario: “personal data”, “data subjects”, “preieg’, “data controller”. In a second step, we have
to consider the principles relating to the lawfesef data processing, i.e. the duties of the data
controller, as the obligations imposed to him ietato the principles of “data quality”. In a third
step, we will analyse the rights and privilegeshef data subject, e.g. the right to be informed, an

the access and rectification.

1.3.2.1. Personal Data at stake

As introduction, a very important point to be renbamed is that the finality is not a relevant
criterion for deciding the applicability or not tife data protection regime. Concerning the airport
scenario, even if its finality is not to identif§g control or monitor individuals, the fact thaeth
captured images identify or can identify individsjalvill be the real criterion to decide or not the
applicability of the european data protection regiifihe only way to avoid application of this legal
regime is then to implement technical measuresdhsiire reliable anonymisation of the processed
data, and if compatible with the purpose of thenade, an irreversible anonymisation will be the
best.

So as first conclusion to the analysis of our airgeenario, the captured images constitute well
personal data, as they are information that conicelimiduals identified or identifiable, and thata
not irreversibly blurred at the very start by tlystem.

1.3.2.2. Data subjects

Having noted that we are in presence of persoral e&e will focus our attention to their relation
with the people they concern. This lead us to idetihe different categories of those people, so
called “data subject”, such personal data areedlatth. At this level, we may quickly discuss the
sensitive nature of those data. As our scenaripqsér is not based on those physical peculiarities,
and so, the provisions about sensitive data willbgotaken into account.

The data subjects represent the different categorfigpeople submitted or related to the technical
system in place. For the airport scenario, thituthes the passengers or common travellers, or their
relatives, familiars or friends since all thesegdeare using the escalators, but also the emetoye
of the airport each time they cross the area caovénre the camera, and the employees of the
security team, watching the control since the syswéll permit to the airport company or the
security company in charge of the data processingnonitor indirectly their activities. The
personal data could be different, depending on ditecerned data subject categories. So the
personal data of the two first categories will be taptured images. For the employees of the
security team, any data produced during the pedaoa of their work and related to them will
constitute their personal data.

1.3.2.3. Data controller and data processor

Those personal data will be processed in ordeulft $ome purposes, depending of the categories
they concern. Those purposes are fixed by the cat#&roller. He must be identified taking into
account all types of delegations of service prawvighat could happen. In our airport scenario, this
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role will be played by the airport authorities, étiger with the provider of the technical services o
the third parties responsible for the data proogs$so called, according to the Data Protection
Directive, the “data processor”). We are then iesence of a network of actors, and of applications,
involving a certain level of complexities regarditg ascription of responsibilities among actors.

Besides privacy and data protection issues, thipde’ scenario raises a series of potential
difficulties in cases of human or system failure.

In principle, the airport is in principle resporisiltowards the public for the correct functioning o
the infrastructure put at their disposal. The notid infrastructure includes the escalator and the
ICT system embedded therein. On the contrary thpo®iis not responsible as regards the wrong
behaviour of passengers using the infrastructure.

The technological intermediation may, in such afigomation, impact on responsibility and
liability in the following ways:

1. Recorded images will, in certain cases, fatdithe demonstration, by airport authorities, & th
responsibility of a passenger or user for the nmalfioning of the escalator. Faults and negligence
that would otherwise have been ignored will be me@sily assignable to individuals. .

2. The airport would be responsible for informinigetusers and customers of the exact
functionalities of the observation and reactiontays in order not to generate unrealistic
expectations in terms of safety, for example..

3 .The airport should keep the original or tragitib system functional as to be able to face a
dysfunctioning of the ICT system.

4. In cases where the airport authorities wouldehia@en recognized responsible for the damages
resulting of a technical failure of the ICT systemnfor inappropriate or delayed reaction to amtale
emitted by the system,

» 1st situation: the ICT warning system has furme correctly: the image captured might be used
as a « prima facie » proof of the employees’ laickawe if the collect has been achieved lawfully, i
means according to privacy regulations. This casiolu is founded on the principle that nobody
might be received by a Court if the means of evigdmave been illegally collected. .

« 2" sjtuation: the ICT warning system has not funaibrcorrectly (e.g. the system has not
detected the hazard it normally had to detect awegrto the description of the functionalities of
the system). The airport will be liable towards tublic but ...

—may in turn involve the responsibility of the infmation system integrator whenever the system
does not match the airport authorities’ expectatiaimereas

—the information system integrator may, in turnaécknowledged responsible, sue the information
system designer. How all this will be settled mapehd on whether specific provisions regarding
liability have been established by the contractwken the I.S integrator and the airport
company.For our airport scenario, as previouslyarpd in chapter two, it is the duty of the data
controller, if he decides to make recourse to apanmy for operating the security system, to assess
the quality of the data processor and his abibtyitovide adequate security measure. Furthermore
the data controller has to define precisely by dtevr contract the missions of the data processor
and to check if the data processor does respdetlgrihe limits of his contractual duties. Pretyse

it is the data processor's obligation not to irgdarhis contractual duties and not to process tke da
for other purposes than those assigned by the aminthe processor shall act only under
instructions from the controller. If he exceeds @aample, the security company sells to marketing
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companies the data collected through the airp&€3V), he will be designated as controller and
since his processing are not legitimate might ieedubefore civil and criminal courts.

1.3.2.4. Lawfulness of the processing

The data controller has many duties to respecgrdter to guarantee the lawfulness of the data
processing. As a very first condition, the data iningscollected in a transparent way and processed
fairly and lawfully. There is a need for a balarafeinterests, weighting constantly the right to
confidentiality of the data subject versus theriegés of third party or parties in obtaining peidon
data. The right to process personal data aboutstdgject must be accompanied by effective means
for this later to defend his or her interests, egly to be kept adequately informed. So, in our
airport scenario, there is an important obligat@ninformation and transparency for the data
controller, with respect to the data subject, altbetpurposes, about a permanent evaluation of the
balance of interests and about the possibilitytiierdata subject to always be able to defend his or
her interests.

As second condition, the processing must be legiemAmong the list of cases which makes a
priori the data processing legitimate, those foitayvare the most relevant: the processing is
necessary in order to protect the vital interegtshe data subject or to answer to a prominent
interest of the airport company (ensuring the sgcwf the passengers) considered as more
important than that of the data subject to confiiddity. Exceptionally, we might envisage that the
processing would be necessary for the performahegask carried out in the public interest or by
the exercise of official authority vested in theethof the data controller. As previously explained
in chapter two, the vital interest has to be intetgd in the narrowest sense, it means when the
body of a person is seriously endangered. The puftierest may only be invoked when the data
controller is vested with official authority, whiakould probably not be the case in most business
cases contemplated so far but which might be tse dathe videosurveillance system is under a
specific legal obligation coupled with the infornost system of the law enforcement authorities
timely or on a permanent basis.

As third condition, the data controller has theydotdefine precisely the purposes of his processin
and to make them explicit. It means that he hastoaise vague wording but definitively to
enunciate in a document the purposes in a way whight be understandable by a reasonable data
subject and apart from which the data subject enlisage the reason why the data are collected
This obligation is also part of our technical recnemdations as presented at the end of this
analysis.

As fourth condition, the compatibility is a very portant requirement in a system characterised by
the possibility of evolutive applications. It isitpieasy to imagine new applications linked wité th
CCTV surveillance system with new purposes. Thesgoe to know if this is definitely a new
usage not compatible with the prior purpose exgsah the moment of the collection, or, at the
contrary, a usage compatible with the former o, loe solved with the criterion of “reasonable
expectation”. This one raise the question to knbthe data subject has had the possibility at the
initial moment of the data collection with the infmation given by the data controller to imagine
this future usage as included in the purpose optbeessing. If the answer is yes, the processing i
deemed as compatible and is legitimate without feemalities. If not, the processing is a new one
and has to find a basis for its legitimacy andrdgfiely the data subject must be at least informed
or even agree to this processing. Through thistiocwndition, and as with the balance of interests,
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we find here again the necessity of a constanuatah, meaning that no final judgement regarding
privacy and data protection can be reached with slynamic systems. This is then an important
responsibility of the data controller to be awatsuch obligation and to comply with it! In general
given the dynamism and plasticity of the systemissate, constant monitoring should be exercised
as to ensure that the conditions of legality (coamge with human rights as well as data protection
requirements) are always met. The whole systemisnecy should be reassessed each time a shift
in the variables involved occurs. This idea of pament legal assessment due to permanent
technical evolution is also part of our techni@ommendations, presented further in this analysis.

1.3.2.5. Data quality

Apart from those obligations concerning the lawéds of the data processing, the data controller
has also to fulfil obligations related to the piple of “data quality”, ie no more concerning the
processing but the data processed. In that caseddbla must be adequate, relevant and not
excessive, in relation to the purposes for whiakythre collected and/or further processed. They
must be accurate and kept up to date, and if nost lme erased or rectified. They must be kept in a
form which permits identification of data subjefds no longer than is necessary for the purposes
for which the data were collected or for which tteg further processed. For our airport scenario
this implies not to conserve data if no incidenpened. The data minimization implies that only
the personal data necessary for the implementafidine system should be collected, processed or
stored, and that the data must be deleted wheonget necessary and after the legal conservation
requirements. For the airport scenario, all thaspirements imply to decrypt the blurred images
only if there is an accident, and to the extenttiyrnecessary to review the images of the acdigen
moment. Furthermore, just these images might bé kiep others have to be deleted insofar they
are no more necessary considering the purpose aétording.

1.3.2.6. Rights of the data subject

The directive 95/46 affords different rights to tih&ta subject. We have already discussed some of
these in our previous explanations about the agjpdic of Human Rights framework. One central
notion of the data protection regime is the notafntransparency. Apart from this principle,
legislation imposes to the Data controller to dalivinformation about the main characteristics of
his processing to the data subject. This will depen the situation where the data are obtained or
not from the data subject. In both cases, thatrin&tion enlightens the data subject about the
purpose, the identity of the different actors ireg@nce and the existence of his rights he can
exercise. This information must be given in adegdatm, ie for our airport scenario, in the form of
a clear and visible pictogram, at both ends ofethealator. The concrete meaning of this obligation
of information is also detailed in the technicaiammendations that follow, as responsibility of the
security officer (or counsellor).

Another right of the data subject is to accesspncessed data, to have incorrect information
erased or rectified, to have illegally collectedponcessed information deleted from the system. In
the airport scenario, this seems difficult to beargmteed. We believe that a special effort of

information to the public must be done, in orderctmvince him that no personal data are kept
longer than necessary, that data are most of the @ncrypted and that only useful data are
decrypted if an accident is reported. This is essleto obtain and keep the public confidence. In

that case one might consider that right of acces®imore necessary insofar the exercise of this
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right of access would oblige the data controllekeep a record of the data and so to create aaisk
data protection interest greater than the intgrestued by granting the access.

The second main European legal instrument, thectdiee 2002/58, concerning the processing of
personal data and the protection of privacy indleetronic communication sector, is not applicable
in this scenario.

1.4. Recommendations

Applied to the specific context of the airport saeo, we finally recommend some additional
requirements regarding security of processing.

The context — an airport - of use for such techgwls not clear from a legal point of view. Are we
in presence of a private or public space? That s:i¢ede clarified even in both cases the data
protection and Privacy requirements are applicabtdlowing the security recommendations that
have been presented at Nantes meeting, from aajgr@nt of view, we will recommend a clear
definition of the security policy, by proceedingtlwvia deep risk analysis, by clearly specifying the
priorities of the security plan, by describing theies and responsibilities of every stakeholdeys,
clearly describing the incidents management proaedsthe measures taken to keep up to date the
security system after it has been activated. Thigcy must clearly specify on which bases the
legitimacy is established. The principle of datanimization must be respected, in the sense that
only the necessary data for the implementationhef $¢ystem should be collected, stored and
processed, and that those data may not be condervageriod exceeding the legal requirements.

According to article 9 of the Directive, a clearfdrmation about the purpose of the processing, the
nature of data and the data controller’s identitystrbe given to the data subjects, that should be
present at both ends of the escalator.The qualfitth® security depends not only on technical
measures, but also on organizational measuresyimgphuman responsibilities and obligations,
giving rise to disciplinary and legal actions irseaof infringement by the persons in contact with
personal data.From the technical point of view,agese with the limited time of image storing in
data base, in respect of the legal obligationdat matter. We recall that any storing of data in a
data base implies for the data processor to s¢bose data bases against any unauthorized access.
We agree also with the complete separation of ¥eilcuit used for this safety purpose, from any
public network. This measure meets the requiremémtprotect the network implied in the
processing of personal data, against any unauttbazcess.

Furthermore, we agree with the access restrictidhd video or to be more precise to personal data
collected through the CCTV system, inside the mataby the control centre operator only. This
measure must be included in a global access pa&fning the rights of access and the rights of
action of each employee and the time where thissscis made possible. Regarding the capture of
images, we recommend the use of anonymization igeés, in order to forbid any identification of
any person in the observed crowd. This measuralid wot only for the videos captured on line,
but also for the videos used for training and \atlwh. Regarding the source of input images, we
require attention in case of use of the video stréar security purpose, but duplicated for safety
purpose.

From the organizational point of view, there isexessity to designate a security officer in charge
of the global supervision of the safety system peration. It has to be remembered the necessity
for the security officer (or counsellor) to act @pendently, to report directly to the management
team and to have enough means - time, human, @at@mancial resources, abilities and training

Version 1.0 11/09/2008 94 WWW.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C I D5.1.2 Page 95 / 141

Ethical, legal and social issues

resources and access to any relevant informatiomperform his work in normal conditions. From a
legal point of view, this security officer is cléaliable for the entire security policy.

It has to be clearly recalled that any other persamternal or external — implied in the processing
of personal data will be constantly and sufficignthformed about its specific duties and
responsibilities, and will be sufficiently and ocectly trained to practice his work and his
responsibilities in the domain of security. Finalllgis system can indirectly control its own users
and monitor workers. Any data like activity loggjnggaceability or resulting from an access
analysis are personal data and must be procestiea@pygropriated security measures.

2 MARKETING SCENARIO(M.1.1)

2.1 Situating the scenario

The M1.1. scenario exhibits mainly marketing oradians. We candentify the finality of the
system as collecting evidence (which is very clmsthe type 3 defined in the typology of Miller
and Boos) as to measure the efficiency of a spmeslielf display, which involves data recording
and analysis. The finality of the system is nottdiect evidence or proofs of specific or general
human attitudes or conducts. Regarding the useeajrded data and of analytical results, two
situations have to be differentiated: the first @msupported by real-time analysis and devoted to
on time intervention. The second one does not hisadcorded data except in case of problems
(accidents, crimes, fraud, vandalism...). In thakec#ise recorded data are use as proof of evidence
for an ex-post sanction or trial. In the case of. M1the use of the recorded data is differed since
serves for merchandising re-arrangement. M.1.1s atrcollecting data for marketing purpose. In
the described scenario, the marketing purpose chmmore orientated towards merchandising that
is to say to collect statistical evidences regaydihe merchandising disposal on a shelf in a
supermarket. Even if it is more merchandising dated, it also belongs to the more general
environment of marketing methods and it is wortbhating the M.1.1. scenario into this broad
environment.

Profiles definition A priori Ex post Continuous
Profiles constitution A priori sorting (A-Ex post sorting basedContinuous sorting based on
B-C-D life style on habits of dynamic data retrieval related to
sorting) consuming the attitudes of consuming
Marketing action Mass marketingPersonalized Pervasive  and personalized
based on classes ofmarketing marketing
consumers
(segments)
Subject Classes or a priorBemi-conscious Un-conscious Bodies
categories - Individuals
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volunteers
Technical devices Marketing  studie€omputerized dataComputerized and video
and surveys retrieval (loyalty monitoring of moves and actions
card, plurality of
traces left by his
buying and
consuming actions)
Type of marketing Campaign Personalized Environment’s modification
feedback messages
Time of marketing Planned Ex post - deferred Immediate
feedback
Visibility Visible Identifiable Invisible

Regarding the three types of marketing methodsgeims clear that the M1.1. belongs to the third
one. Some characteristics of this third type caagpyied without difficulties to the scenario M.1.1

. continuous — un-conscious bodies — computerizad wideo monitoring — Environment
modification and invisibility. Others are not amalble into the strict frame of M1.1. but could help
us to draw some prospective or alternative scesahocording to the typology of MULLER and
BOOS and the typology of marketing method, it appegite clearly that the scenario M1.1. aims
at collecting evidences regarding the attractivenafs shop window display in order to better
manage the display of the products.

This particular scenario aims to capture the mufitddal behaviour of people who look at a shop
window, to determine the effect of product displ&tsch analysis can be applied to a shop window
of a little store or in a pedestrian street. Aslsuthe end-user of this application can be the shop
owner, store manager, or those who are responddl@isplay arrangements. Since there is little
existing technology that can evaluate the effensgge of product displays based on people’s
behaviour, the multi-modal interaction analysis as promising technology to apply to such
problems.

The environmental context of the cameras installddoe an important aspect for optimisation of
the detection algorithms of multi-modal interactiamalysis. The contextualised presentation of the
outcome of the analysis should also improve theerstdnding of the relationship between the
product displays and people’s behaviour.

The general meaning of M1.1. consists in betteesssshe effectiveness or the attractiveness of a
shelf inside a shop. To do this assessment, theagoehas to establish statistical relationships
between data collected on individual body detec¢ti@mad pose estimation and gaze tracking on one
hand, and on the other data concerning the shelf.

The scenario contains three main steps of deploymen

» Statistical counting of individuals passing in ftaf the shelf
» Statistical counting of individuals stopping madnar 5” in front of the shelf
» Statistical detection of the visual field covereg the individual in order to make
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hypothesis regarding the zone of the display vizadlby the person.

The main intention of this system is to measureatiectiveness of a product displayed into a
shelf. To get the exact measure, the system hagtk on an individual basis, calculating and
parametering each body stopping in front of thdfshe

For legal reasons, the scenario is presented iexaerimental environment working only with
volunteers. But this raises other questions reggrthe liability of such system since this type of
observation requires that people behaviour nagyrtiat is to say without knowing that they are
observed. We will come back on this point in thetises devoted to socio-ethical and legal
analyzes.

The scenario suggests that the system is autci®uj that means that it is not connected with
other databases as for instance data concerningudtemers. This prevents the current scenario
from more intrusive application regarding the pecyaof people. As it is, it is presented as a
guarantee for non-misuse of the developed systderims of sorting, profiling and discriminating.

But here again, this argument has to be questioned:

» First of all, without any connection to other ddiases, the proposed scenario
appears a bit weak regarding its added value foketers and shop owners;

* With connection to other databases, the systemnbegonore attractive but at the
same time more risky and dangerous regarding fectein terms of privacy and
discrimination.

2.2. Socio-ethical analysis

2.2.1. BODY, TRUTH AND HUMAN CONSENT

Based on the third marketing paradigm, this scersrares a central principle that “a body does not
lie”. Into the marketing frame of the scenariostArgument promises ‘natural data’ not corrupted
by the human reasons and the subjective analysiedituation.

This supremacy given to the body as the uniquesadoeauthenticity and truth present in the M1.1
has to be questioned. In fact, translating humantity into information patterns not only provides
more information, it also creates new conceptiofsidentity. Techniques of biometrics are

presented as the guarantee of an authenticableaméhlsifiable identity, because of the intrinsic
value of naturality that resides in the human body.

First of all, this paradigm of naturality must belipcally interrogated. That seal of naturality is
fundamentally political: it argues that the bodythe last instance of the truth and authenticity of
the human being. In the post-modern context, winemetis a fragility attributed to the human
consciousness, human bodies become more and mmoeysys of truth and authenticity, as the
only remaining tangible reality of the subjectivityappears that the subject is no more trusiiud,
his body is the last rampart of truth, authentictigcause it is a “readable text” (Van der Ploeg,
1999) and understandable material. Bodies and faceseadable through a specific prism, and
statistically computable.

The question raised by M.1.1 does also concermethactionist approach of the body. R. Hall has
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demonstrated that the body is the settings ana@ehiele of social identity and communication. To
a certain extent, people construct their bodiesrder to feel conformed, marginal or recognizable
amongst the others. So body is an intrinsic pathefsocial personality and identity of the people.
That means also that this assertion that sugdestdodies do not lie to justify and legitimate mor
and more intrusive observation system has to bstgqued. In particular, ‘body can lie’, can be
disguised, distorted when knowing being observedt as required by the legal requirements
regarding the informed consent.

The informed consent is another problem raisechis/dcenario. The central principle of this type
of marketing scenario is to remain invisible foopke in order to capture a body that is supposed to
not lie. Mark Andrejevit' explainsvery well the rationality and values of this majwmciple that
supports modern system of surveillance:

...the goal is to surprise the real state of mintbirevealing itself: to put it in positions
where it doesn’t have time to compose itself fa& tamera or the investigator. Such
monitoring strategies promise to cut through analible discourse, in order to reveal
direct physical evidence: voice stress or unconscittells,” electrical activity in the brain
that correlates with a desired response to an afilsiag campaign. If the content of the
words can’t be trusted, perhaps physical traces loan

According to this author, this trend can be quadifias post-modern scepticism. In the scenario,
cameras observe more bodies than people, and a&tgodat importance to special features of the
body (eye gazes for instance in the scenario). €premtial problem raise from this prism of
representations, as Lynsey Dubbeld (2003:151) lindsr

Body representations techniques such as CCTV peodoostructions of the subject that
involve judgmental, discriminatory processes ofegatisation and are based on a
asymmetrical relations between observers and olese?¥

2.2.2. BODY S INTEGRITY AND"“D IS-EMPOWERED’ MODES OF SUBJECTION

David Lyon ®® (2001 : 16) explains irBurveillance Societyhe problem due to the widespread
presence of CCTV in public space: a paradox of pgisaring bodies occurs. Traditionally,
observing and monitoring bodies were attained tiinothhe physical, by viewing individuals and
their behaviours. Now the bodies remain the crusitd of observation, but with the paradox of
transformation through the digital matter, with esdeducing to a virtual and symbolic matter.

A kind of primacy about the bodies as matter iseol=d in this type of observation system, but,
nevertheless, their matter disappear in the digitales, statistics, calculation.... The scope is
oriented towards “digital bodies”, bodies that tlegy matter is transformed into binary codes that
serve the computerization.

61 Andrejevic, M., “The Work of Watching One Anothémateral Surveillance, Risk, and GovernanceSurveillance
and SocietyVol. 4, 2005

2 Dubbeld, L., “Observing bodies. Camera surveillaaad the significance of the body” Eihics and Information
technologyVol. 5, pp. 151-162, 2003.

8 Lyon, D.,Surveillance Society. Monitoring Everyday Li@pen University press, Birmingham/Philadelphi@)2
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An important question raised by this type of tedbgis regards the body as it is considered by the
system. In this observation system, as well notedbCeyhafi* the body is reduced or reified,
victim of a sort of de-subjection. This raises imtpat questions regarding the status given to the
body as captured by the algorithm under developraadtthe interpretation of its motion, pose,
gesture... for marketing purposes. This clarificatainthe body status is not only important for
instrumental reason (the marketing purpose) but falsethical and political reasons regarding the
rights of people on their subjectivity and theiemdity. As D. Lyon has underlined it in different
papers, many of those systems are operated andsgext without the subject’'s knowledge and
consent.

The present context of technologization of secifrityas increased the fact that the bodies undergo
fragmentation, reduction and hybridization. Thoses$formations are accompanied with a high-
value path of naturality devoted to the body. Itam® at the end, that we can assess ontological
changes in the philosophical representations obtdy. In references to Bergson, we note that the
body looses gradually h&ipplement of soulechnologies reducing it to fragments, organsgspat
flesh and machines...

First of all the body is fragmentedecause of the extreme focus on certain visiblgspof the
body. In the M.1.1 scenario, some of the technel®gised consist in body-tracking, eye-tracking
and eye gaze tracking. It implies a kind of reduasm, because the human body is condensed into
those visible and calculable parts.

But with these technologies, the body is also lybed Some technologies, described in MIAUCE,
model the face in order to calculate eye gazestargkduct the contents of what the user was
watching. They use a virtual mask, which repres#rgsvisible modelling of the face. This virtual
mask is a kind of frontier runner between the faice the whole system and hybridizes the skin and
the algorithms. In this scope, the political fictiof Cyborg (Haraway, 1985) will be very useful to
rethink a new ontology of hybridized bodies.

Along with Deleuze and Guattari (1987),AnThousand Plateausje can develop standpoints that
assume those transformations. The conce@arly without OrgangBwO) allows us to better
understand the problematic of human bodies and huimees exposed in MIAUCE. It is very
useful thinking order to better understand thagritantation and reduction process. BwO, which
was originally built as a tool of positive experim&tion, endures a kind of perverse experience: the
organs escape from tloeganism but it is not from its own initiative, but undtdre constraints of
the technologie®’.

The BwOis not at all a notion or a concept but a practieeset of practices (1987: 150Q).is a
kind of experimentation, in the sense where itaaducted by the subject in order to slough the
organs off or to loose them. Organs must be understood &s plorganism, e.g. the organisation
of strata as Family, State, Science...

64 Ceyhan, A., “Technologization of Security: Managaiof Uncertainty and Risk in the Age of Biomedtidn
Surveillance and Societyol. 5 (2), pp. 102-123, 2008.
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Dismantling the organism has never meant killingurgelf, but rather opening the body to
connections that presuppose an entire assemblagriits, conjunctions, levels and thresholds,
passage and distribution of intensity, and terigsr and deterritorialisations measured with the
craft of a surveyor. (1987: 160)

The body is not understood anymore as a harmonemiisety, but as a whole of collected
fragments that match together (or not). In the dargases of the biotechnologies, converging
technologies, Aml technologies, some parts of tbdybare reified, or overestimated. In the
MIAUCE scenario, one concentrates the scope oricpt parts of the body (eye gaze, head
positions, silhouette...): the body is no more abered as usually, because one focuses on these
parts in order to extract some crucial informationcalculation and algorithms. The BwO, as a set
of practices, wher@nly intensities pass and circulate (1987: 158jatches with the MIAUCE
technologies. Moreover, the BwO includes the fhat there is no interpretation to make, because it
is populated by intensities and because one ddagach it, it is experimentation.

The MIAUCE technologies applied in M.1.1, trackitige face and eyes gazes, makes a BwO to
human bodies: new intensities pass on the virtuaskmthat models the face, there is no
interpretation at a first level. Interpretationsyeo later, but are conditioned by the virtual mask.
There will be only the type of interpretations thiihe designers have previously thought and
conceived.

The main problem, with the MIAUCE technologies, sists in the fact that the experimentation is

not carried out by the users or the end-users. fitilfilled by the designers, and the users have no
control or power on the sytem that captures thete$ and bodies and that interpret them. The
BwO, as a flux of positive experimentation, becoroesfiscated by the technologies, and the user
is “dis-empowered”. This whole process influendas modes of subjection that become affected
and over-embodied. An unbalance appears, due tat¢héhat the modes of subjection belong more
to the technologies than to the users’ subjectivity

2.3 Legal assessment

2.3.1.APPLICATION OF HUMAN RIGHTS FRAMEWORK

For the supermarket scenario, a possible threahstgauman dignity depends on the final use of
the process results. As long as they only condexmtarketers in their researches of the goods best
location within a shelf, no serious threat has ¢oféared, as no specific profile of customer is
produced. However as for the first scenario we havieemember that even if the data legislation
does not apply to it, it might nevertheless be joeable from the broader point-of-view of other
fundamental rights, such as privacy, freedom of enoent, freedom of expression, non-
discrimination among others. But the constructibamy individual profile could leads to a threat,
mainly if its purpose is to manipulate the customnets activity. In order to consider the peopte a
ends in themselves (following the ethical impem)jvand also to avoid a disrespect to mental
integrity, we believe that there is a strong neitgss transparency and information about the
processes and their purposes, precondition td adtdbnomous consent.

It is important to remember that this principle lmiman dignity is absolute and will allow no
exception but if the principle is absolute it ist mibvious to determine the limits apart from the
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human dignity is violated. A public debate has ¢ddunched on that point. So the Data Protection
authorities have at several times recalled (Segcptarly the so called London Declaration which
closed the annual international meeting of the &atdection Commissioners held in 2006) that the
multiplication of videosurveillance camera in pabfipaces could attempt to the citizens dignity
since their behaviour might be greatly affected tie sense of a normalization of their
behaviours.For the supermarket scenario, as lomgeaton't consider individual profiling, but only
statistical information about the impact of goodssentation on their selling rate, no threats have
be feared concerning freedom of thoughts, conseienetigion, expression or hold opinions, of any
customer analised by the device. It is not obvitwas the conclusions would be the same if the data
are used for profiling the people.

2.3.2. EUROPEAN DATA PROTECTION REGULATION

For the supermarket scenario, we have to remerhaeeven if the data legislation does not apply
to it, it may be nevertheless questionable from liheader point-of-view of other fundamental
rights, such as privacy, freedom of movement, foeef expression, non-discrimination among
others. So, besides potential data protection sssat¢entional and emotional privacy are at issue
when individuals' gazes and facial expressionsererdedWithin the frame of the Data Protection
Legislation, as previously developed, we have tasater, different definitions within the specific
context of the supermarket scenario: “personal "datdata subjects”, “processing”, “data
controller”. In a second step, we have to constberprinciples relating to the lawfulness of data
processing, ie the duties of the data controllerthee obligations imposed to him relating to the
principles of “data quality”. In a third step, walwanalyse the rights and privileges of the data
subject, eg the right to be informed, and the acees rectification.

2.3.2.1. Personal Data at stake

For the supermarket scenario, as explained befochapter two, besides potential data protection
issues, attentional and emotional privacy aresateésvhen individuals' gazes and facial expressions
are recorded and observed. Anyway these persotebdas represent more sensitive data than the
data recorded in scenario one since certain deduotight be derived from these data to identify at
least through statistical methods the psychologthertypical behaviour of a person. Other thing
the precise recognition of faces might lead to weamy allowing the discrimination in function of
disabilities, ethnic characteristics, etc.

So as first conclusion to the analysis of our sogaeket scenario, the captured images constitute
well personal data, as they are information thatceen individuals identified or identifiable, and
that are not anonymous — that is, it cannot beettdack to an identified or identifiable person.

2.3.2.2. Data subjects

Now that we know that we are well in presence o$peal data, we will focus our attention to their
relation with the people they concern. This leadtasdentify the different categories of those
people, so called “data subject”, such personal det¢ related with. At this level, we may quickly
discuss the sensitive nature of those data. it inciple illegal to process personal data rangal

Version 1.0 11/09/2008 101 WWW.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C I D5.1.2 Page 102 / 141

Ethical, legal and social issues

racial or ethnic origin, political opinions, relais or philosophical beliefs, trade-union
membership, and data concerning health or sexltifeas to be demonstrated in the supermarket
scenario that its purpose is not to identify thpbgsical peculiarities. So, for instance, the sempl
recording of people among whose persons with disabimight be recognized will not lead to the
application of the more severe provisions of thee€live except if the processing is designed to
retrieve that category of persons in order to a®lyy instance their consumer's preferences.

The data subjects represent every categories @igpesabmitted or related to the technical system
in place. For the supermarket scenario, this iresuthe visiting customers as they stand in front of
the shelf, searching for a specific product, babdhe employees of the shop each time they cross
the area covered by the camera. The personal datd be different, depending on the concerned
data subject categories, but in this case, ie thpersnarket scenario, for both categories, the
personal data will be the captured images.

As introduction, a very important point to be renfbemed is that the finality is not a relevant
criterion for deciding the applicability or not dhe data protection regime. Concerning the
supermarket scenario, even if its finality is ridentify, to control or monitor individuals (arite
positions of the cameras are not adapted for aovsdeveillance purpose), the fact that the captured
images identify or can identify individuals, willebthe real criterion to decide or not the
applicability of the European data protection regimmhe only way to avoid application of this legal
regime is then to implement technical measuresdhsiire reliable anonymisation of the processed
data, and if compatible with the purpose of thenade, an irreversible anonymisation will be the
best. A difference must be well established betwiberuse of video for security and for marketing.
We remind the existence of some specific natioagislations regarding the use of cameras for
employees surveillance.

If this technical system is connected to a pubtitoimation network, then there is a strong
necessity to very well protect the collected infatimn against any intrusion, through encryption of
the images and through severe protection of the lbase of stored images. The information must
also be kept only for the necessary duration. thef them must be stored for a longer time, as
they serve to feed the emotion algorithm and torawe its analysis capacity, their level of
protection must be very high. It is under the restality of the security officer (or counsello” t
include that point in its global security policy.

2.3.2.3. Data controller and data processor

Those personal data will be processed in ordeulfd $ome purposes, depending of the categories
they concern. Those purposes are fixed by the caté&roller. He must be identified taking into
account all types of delegations of service pravighat may happen. In our supermarket scenario,
this role will be played by the shop owner, togethéh the provider of the technical services and
the third parties responsible for the data proogs&so called the data processor). We are then in
presence of a network of actors, and of applicationvolving a certain level of complexities
regarding the ascription of responsibilities amantprs.

For our supermarket scenario, as previously expthim chapter two, it is the duty of the data
controller to assess the quality of the data pmmeand his ability to provide adequate security
measure. Furthermore the data controller has toa@@frecisely by a written contract the missions
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of the data processor and to check if the datagssmr does respect entirely the limits of his

contractual duties. Precisely it is the data preces obligation not to infringe his contractuatids

and not to process the data for other purposestticse assigned by the contract. The processor
shall act only under instructions from the contnllif he exceeds (for instance, making statistical

researches based on the sex or race origin), Hebwildesignate as controller and since his

processing are not legitimate might be suited leeforil and criminal courts.

2.3.2.4. Lawfulness of the processing

The data controller has many duties to respectgrder to guarantee the lawfulness of the data
processing. As a very first condition, the data inngscollected in a transparent way and processed
fairly and lawfully. There is a need for a balamdéanterests, weighting constantly the right of the
data subject versus the interests of third partypasties in obtaining personal data. The right to
process personal data about data subject mustdoenpanied by effective means for this later to
defend his or her interests, especially to be laf#quately informed. So in our supermarket
scenario, there is an important obligation of indation and transparency for the data controller,
with respect to the data subject, about the pugpa®ut a permanent evaluation of the balance of
interests and about the possibility for the dathjestt to always be able to defend his or her
interests.

As second condition, we have that the processingt tmellegitimate. Among the list of cases which
makes a priori the data processing legitimate, efewe for our supermarket scenario that this
following is the most relevant: processing is neseeg for the purposes of the legitimate interests
pursued by the controller or by the third partyparties to whom the data are disclosed, except
where such interests are overridden by the intefesttundamental rights and freedoms of the data
subject... As previously explained, they argue thatr interest as marketers is legitimate and that
the prejudice they cause to the data subject isomim comparison with the interest the data
subjects will get from the publicity and their owegitimate interests.As third condition, the data
controller has the duty to define precisely theppges of his processing and to make them explicit.
It means that he has not to use vague wording efihitively to enunciate in a document the
purposes in a way which might be understandable bgasonable data subject and apart from
which the data subject will envisage the reason thieydata are collected This obligation is also
part of our technical recommendations as preseitdte end of this analysis.

As fourth condition, the compatibility is a very portant requirement in evolutive systems, that
permit through their natural evolution, to imagimew application with new purposes. The question
to know if this is definitely a new usage, or alwayusage compatible with the former one, can be
solved with the criterion of reasonable expectatibms one raise the question to know if the data
subject has had the possibility at the initial maief the data collection to imagine this future
usage as included in the purpose of the procesditige answer is yes, the processing is deemed as
compatible and is legitimate without new formabkti¢f not, the processing is a new one and has to
find a basis for its legitimacy and definitivelyetldata subject must be at least informed or even
agree to this processing. Through this fourth cionli and as with the balance of interests, we find
here again the necessity of a constant evaluaneaning that no final judgement regarding privacy
and data protection can be reached with such dynaystems. This is then an important
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responsibility of the data controller to be awatsuch obligation and to comply with it! In general
given the dynamism and plasticity of the systemissate, constant monitoring should be exercised
as to ensure that the conditions of legality (coamge with human rights as well as data protection
requirements) are always met. The whole systemisnecy should be reassessed each time a shift
in the variables involved occurs. This idea of pament legal watch due to permanent technical
evolution is also part of our technical recommeiudtest, presented further in this analysis.

As previously said, in this scenario, the datacaltected to evaluate how well the goods are placed
on a shelf, in order to preferentially attract the@ze of the customers facing the shelf. In this
situation, there are no purpose to profile theamstrs. But a shift in the scenario is still pogsibl
Profiling is not a goal in itself but a technicakams of achieving a particular result. Profilingyma
have much more significant consequences than sistalestical processing; it can help to take
specific decisions likely to have varying degredsiropact on individuals, like exclusion of
essential services. There is then an imperativessey to allow individuals that are subject of
automatic profiling decisions to have a right ofiness via a non-automated channel, particularly
when these decisions affect the exercise of a fmed#al right. The lawfulness, transparency and
proportionality, as pillars of personal data preieg, must be applied at an early stage of any
profiling operation. The threat of disproportiongecessing lacking in transparency arises early
on, at the warehousing and data mining stagesskAprievention policy, based on the precautionary
principle, must therefore be applied before praeféee applied to specific individuals.

2.3.2.5. Data quality

Apart from those obligations concerning the lawéds of the data processing, the data controller
has also to fulfil obligations related to the prple of “data quality”, ie no more concerning the
processing but the data processed. In that caseddta must be adequate, relevant and not
excessive, in relation to the purposes for whiakythre collected and/or further processed. They
must be accurate and kept up to date, and if nast lve erased or rectified. They must be kept in a
form which permits identification of data subje@ts no longer than is necessary for the purposes
for which the data were collected or for which thee further processed. For our supermarket
scenario this implies not to process data in ondeprofile a specific client or to cross the
information of the shelf with others, like the baak&count or the credit cash facilities. The data
minimization implies that only the personal dataessary for the implementation of the system
should be collected, processed or stored, andlbatata must be deleted when no longer necessary
and after the legal conservation requirements.tk@isupermarket scenario, all those requirements
imply to use the gaze information, but without kegpthe image of each specific client. So, only
the anonymous globalized results resulting fromdtaistical calculation must be stored, and not
applied to specific customer.

2.3.2.6. Rights of the data subject

The directive 95/46 affords some rights to the dathject. We have already discussed some of
these in our previous explanations about the agjpdic of Human Rights framework. One central
notion of data protection regime is the notion infation to be given to the data subject. This will
depend on the situation where the data are obtanedt from the data subject. In both cases, that
information enlightens the data subject on the psep the identity of the different actors in
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presence and the existence of his rights he cacisgeThis information must be given in adequate
form, ie for our supermarket scenario, in the faha clear and visible pictogram, standing on the
shelf.

Another right of the data subject is to accesphigessed data, have incorrect information redtifie
or have wrong personal data erased from the syshenthe supermarket scenario, this seems
difficult to be guaranteed. We believe that a sgleeffort of information to the public must be
done, in order to convince him that no personah deie kept longer than necessary, that data are
globalized and used only to help the marketersetiteb dispose the goods on a shelf, to increase
their selling rate. This is essential to obtain &adp the public confidence.

The second main European legal instrument, thestdise 2002/58, concerning the processing of
personal data and the protection of privacy ineleetronic communication sector, is not applicable
in this scenario.

2.4. Recommendations

As very first recommendation, and with respecthe proportionality principle, an irreversible
anonymisation of images is compulsory. Even if ggsnario is out of the scope of the European
data protection regulation, it will always remainegtionable from the broader Human Rights
perspective (emotional, physical and intellectaakts of privacy). It is necessary to clearly infor
the customer about the presence of such cameréiseishelf, and about the purpose of their
presence.

Applied to the specific context of the supermadagnario, we finally recommend some additional
requirements regarding security of processing.

The experimental scene has been described in sl@taieport, and takes place inside the shop. In
this context, the camera takes no more pictures finy space outside the shop. The goal is now to
detect the orientation of the eye gaze of a custofaeing a shelf inside the shop, the camera being
placed inside the shelf.

There is a necessity of anonymization of the videsed to calibrate the system, as of the videos
taken on line. The videos must be proportionat@ntano other information that are necessary for
the purpose. No sensitive data — like the colouhefskin — cannot be taken into account.

The images may not be stored for a longer periad tiecessary to achieve the stated finality. The
legitimacy must be clearly established, based a@n dkplicit consent of the data subject. An
alternative should exist; offering to the data satg an opt-out.

The principle of data minimization must be respécte the sense that only the necessary data for
the implementation of the system should be coltecttored and processed, and that those data may
not be conserved for a period exceeding the legplirements.

Any customer can exercise its right of access esdldata, as the right to correct them or suppress
them. The data bases used to store the video meusédured against any unauthorized access or
uses.

We require attention about the re-use of videdsalhy captured for a security purpose. There is a
need to clearly define the supermarket purposest@mespect the principle of proportionality in
this process.
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3. INTERACTIVE WEB-TV SCENARIO(TV.1.1.)

3.1 Situating the scenario

As previously explained supra, we sorted the MIAUEEenarios into typologies. The TV.1.1
scenario belongs to three typologies, becausesofdaty openness and porosity. It can be called
hybrid, because of the mix of genres by which iinfuenced. TV.1.1 is a marketing/ profiling,
“dataveillance” and Ambient Intelligence scenamdich all involve different but interconnected
issues.

3.11 TV.1.1AS A MARKETING SCENARIO

The scenario TV.1.1 has clearly marketing purposeshe building of an adaptive profile of the

consumer, by collecting data through the Facialogeition System of emotions. As in the M.1.1
scenario, this scenario belongs to the third typiéh a continuous, pervasive, immediate and
invisible sorting based on data retrieval made @mputerized and video monitoring of moves and
actions.

Type Type 1 Type 2 Type 3

Profiles definition A priori EXx post Continuous

Profiles constitution A priori sorting (A-Ex post sorting basedContinuous sorting based on
B-C-D life style on habits of dynamic data retrieval related to the
sorting) consuming attitudes of consuming

Marketing action Mass marketing?ersonalized Pervasive and personalized
based on classes ofmarketing marketing
consumers
(segments)

Subject Classes or a priorBemi-conscious Un-conscious Bodies
categories - Individuals
volunteers

Technical devices Marketing  studie€omputerized dataComputerized and video
and surveys retrieval (loyalty monitoring of moves and actions

card, plurality of
traces left by his
buying and
consuming actions)

Type of marketing Campaign Personalized Environment’s modification
feedback messages

Time of marketing Planned Ex post - deferred Imicted
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feedback
Visibility Visible Identifiable Invisible

This marketing characteristic can lead us to thtengality of profiling, because of the ‘adaptative
user profile’ implied by this scenario. Bohn eti @gree on the fact that profile generates issues
such as Besides the obvious risk of accidental leaks @frmétion, profiles also threaten universal
equality, a concept central to many constitutidsesic laws, and human rights, where “all men are
created equal”®’

3.1.2 TV.1.1AS A"“DATAVEILLANCE” SCENARIO

Beside this, another threat consists also in treemation and analysis of personal and sensitive
data, also called “dataveillance”. The processescrdeed by ‘phenetic fix’, ‘dataveillance’,
‘consumption surveillance’ and ‘panoptic sort’ awery similar. The borders between the
observation and the marketing purposes are veyyatna blurred. Many authors have highlighted
the danger of ‘function creep’, as understood as:

Personal data, collected and used for one purpaskta fulfil one function, often migrate to other
ones that extend and intensify surveillance anésions of privacy beyond what was originally
understood and considered socially, ethically aeghlly acceptablé®.

The question resides in the guarantee that theuetpurposes will be respected and followed, in
order to avoid a ‘function creep’ of data flows.idtclear too that the end-user must be informed
about the way that the personal data is exploited.

Even if the scenario is not presented with suraede purposes, the processes described in the two
next points seem very close to the scenario TVandl.it motives this literature review.

Let us examine briefly the literature review. Hisit makes it closer to the ‘panoptic sort’, that
Gandy® describes as “a complex discriminatory technology”

The panoptic sort, as a complex technology, indudeot only the computers and
telecommunications systems that facilitate theectithbn, storage, processing, and sharing of
personal information, but also the analytic apprbes that differentiate, classify, segment, and
target individuals and groups upon the basis of et@dassumptions and strategic orientations that
demand the maximization of profit and the mininazaof risk

Secondly, the concept, introduced by Clarke, détaveillancé helps to contextualize our

67 Bohn, J., Coroama, V., Langheinrich, M., Mattefh, and Rohs, M.Ambient Intelligence and Ubiquitous
Computing Institute for Pervasive Computing, ETH Zurich,i&erland, p. 12

A Report on the Surveillance Society, For the Imimion Commissiondsy the Surveillance Studies network, Full

Report, September 2006, p.13.

69 Gandy, O., “The Panoptic Sort: A Political EconowfyPersonal Information”, Boulder, Colo. : Westvig in

Lyon, D. & Zureik, E. (edsComputers, Surveillance and Privacy993 and Gandy, O., “Coming to terms with the
Panoptic Sort”, in Lyon, D. & Zureik, E. (ed€pmputers, Surveillance and Privadg96, pp. 134-156
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problematic of adaptive user profile on the WebDéataveillance monitors people’s activities or
communications in automated ways, using informat#mmnologies.

Dataveillance is defined by Clarke (1988) as thgstematic use of personal data systems in the
investigation or monitoring of the actions or commuations of one or more persons”. The notion
of dataveillance is supported by Flaherty (1989pvdescribed the practice of dataveillance within
the broader notion of surveillance as the “supeis observation or oversight of individuals’
behaviour through the use of personal data” (Dayi@996). Other sources of contemporary
literature, however, use a variety of terms to déscthe practice of dataveillance. Langford
(2000) has likened the concept of dataveillancthéopractices of data-matching, data-monitoring
and data-recording. In contrast, Bennett (1996)adié®s the concept of dataveillance as computer
matching. He believes that it is this discrepantyerminology that has attributed to the lack of
effective regulation regarding dataveillance anthted practices (Bennett, 19955.

3.1.3 TV.1.1AS ANAMBIENT INTELLIGENCE SCENARIO

Bohn et alii highlight the fact that the profiling favourable to the ambient intelligence systems,
and reciprocally: the ambient intelligence systetesd to surround people by intelligent and
intuitive interfaces embedded in everyday objeatsurad, and tend to build an environment
recognizing and responding to the presence of peiophn invisible way. What is proposed in the
scenario TV.1.1 is very close to this vision of Aerii Intelligence, even if the system presents a
visible interface (PC screen), the eye gaze capnck analysis are not visibldg visy for the
WebTV user, even informed. Problems around theapgivssues are commonly invoked, and those
frequently related to Aml are reliability, delegatiof control, accountability and autonomy

Technical view

PROFILE AMBIENT
) INTELLIGENCE
-Dataveillance o
) Invisible
-Facial . Embedded
Recognition in the
User-
oriented

70

rerroe—on—rooe€ll, H. and Morris, E|, “The Imipaf Anti-terrorism Cegrsranon on Dataveillancei
Proceedings CollECTeR 20(4ttp://collectef.org/archives/2004 May/12.pdf
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A
v

Scenario TV.1.1

Consequences and problems

. Delegation of control
Dataveillance and N
Facial  Recognition Reliability
Systems Accountability
problems _ (cf. Autonomy
literature): privacy,
autonomy, consent, Lack of transparency
malicious attack, Lack of decision-
function creep, making

3.1.4. AN EXPERIMENTAL SCENARIO

For reasons due to the privacy regulations, theasa®is presented in an experimental environment
working only with volunteers. This scheme can prgtet a first glance, from some privacy
restrictions, but could not avoid the issues raisgdhe intentions of ‘natural behaviour capture’,
which consists in a privacy and intimacy incursion.

This procedure questions the liability of such ategn since this type of observation requires that
people behaviour naturally and following their coommsense, that is to say without tricking or

lying.

3.2. Socio-ethical analysis

3.2.1. FACIAL RECOGNITION SYSTEM AND PERVASIVE SYSTEM

The Facial Recognition System — FRS — used in ttenagio, develops specially the facial
recognition of emotions. Let us describe the proced

* “Mr Volunteer” places his face adequately justnontt of the camera.
* The camera captures his face and models it wiihtaal mask shape.
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» This mask interprets the facial expressions dumthng points into the face, determined by
the average of the occurring and articulating this faces, and attributes facial expressions
to basic emotions (anger, sadness, happinessatégorised by Ekman.

* Then a statistical scale appears and shows, iRpe&ge, what emotions are expressed.

We can observe that this procedure is shorteniagéeinse of what represents socially and culturally
an emotion, because it reduces the expression ofi@mto the plain emotion. It will have some
consequences on the interpretation made by theteltasers or end-users, in the sense where they
can confuse the two levels.

We can formulate two main remarks: firstly, thodeS-technologies, specially when oriented to

recognition of emotions, must be considered as wWiet are, that is to say that they can not edict
truths about emotions, feelings, sensations... &y only tell about the connections of a set of
basic emotions and their pretended expressionsy Tdiknothing about the personal story, the

preferences, the intimacy, the choices of the persdiich the face is captured and the facial

expression of emotions is recognized. Every conmechade is pure interpretation, and represents
a hermeneutic danger.

The second remark concerns the debates in the H@oerputer Interaction fields. The studies,
showing the cogency of the accountability of theogamal intelligence in the HCI must not caution
an instrumental or utilitarist approach. Indeed MxCarthy & Wright (2004) underline, a newly
approach, more holistic, considers that the useatirdg with the ICT build @ersonal, constructive
and transformative “felt-life”’* It encourages the account of the emotional infie in the
design of new systems of facial recognition systérfe.can observe a reversal in the links between
human sciences and experimental sciences: whahuhen scientists tried to bring into past
debates about the subjectivity is now reclaimedh®yexperimental scientists in an efficient and
rational finality. The sphere of HCI is nourishedhwnew debates and assumptions.

Furthermore, every facial recognition system insesathe empowerment and the ambiguous
confidence of a silent system. As well noted by Gtay? the potential of facial recognition
systems as a seamless integration of linked dagabafshuman images and the automated digital
recollection of the past — will necessarily alt@cistal conceptions of privacy as well as the
dynamics of individual and group interactions inbjici space. Moreover, psychological theory
linked to facial recognition technology (Ekman) d®lthe potential to breach a final frontier of
surveillance, enabling attempts to read the mirfdbase under its gaze by analyzing the trace of
involuntary micro-expressions that cross their $aged betray their emotions.

To conclude this point, we can assert that thensidnd invisible technology is a pervasive micro-

™ MccCarthy, J. and Wright, P., “Putting “felt-lifeit the centre of human-computer interaction (H@i)Cogn Tech

Work, Springer éd., Vol. 7, pp. 262-271, 2005.

2 Gray, M., “Urban Surveillance and Panopticism, IWié recognise the Facial recognition Society” Srveillance
and Society1/13, 2003
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politics. As Introna and Wood underline, this mipmalitics is a consequence of the black box
character of its pervasive technology:

This obscurity is due to two factors. First, mosttlee software algorithms at the heart of
facial recognition systems are propriety softwatgeats. Thus, it is very difficult to get
access to them for inspection and scrutiny. Momggally, even if you can go through the
code line by line, it is impossible to inspect tbadle in operation, as it becomes implemented
through multiple layers of translation for its ex¢ion. At the most basic level we have
electric currents flowing through silicon chips, #te highest level we have programme
instructions, yet it is almost impossible to trabe connection between these as it is being
executed. Thus, it is virtually impossible to krib¥he code you inspected is the code being
executed, when executed. In short, software algostare operationally obscure. Second,
most of the algorithms in facial recognition areskd on very sophisticated statistical
methods that only a handful of experts can intaramed understand. Indeed it seems that
even they have been surprised by the behaviounedf &lgorithms (Philips et al., 2003).
Thus, for most ordinary members of society facglognition systems are somewhat exotic
and obscure ‘black boxes’. After all they do wellatvwe find difficult to do — identify faces.
This obscurity together with their obvious soplkition may give them a legitimacy beyond
that which they deserve. In moments of uncertdhey may be taken as more authoritative
than the humans involved — this could have imporiaplications as we will argue and
show below’?

3.2.2.  EMOTION AND REDUCTIONISM S

3.2.2.1. Emotions: an overview of different models

Many models have been built in order to render deasity and complexity of the emotions.
Traditionally, emotions are defined as obstaclesatmonality or liberty, because they seem to
perform a lack of control, and thus could be intetpd as a vector of determinism in the
construction of the personality.

There are four general frames considering the @malisphere. The first one consists in the
Darwinian one, to which belong Ekman’s theoriese Thrarwinian model considers the emotions as
a process optimizing the survival, and as an usalgshenomenon of alerts in a metaphoric jungle.
In a situation of aggression, for example, emotiaresthe alert for the subject, for his community
and for the aggressors, emotions are perceivedtasiag signs aiming to anticipate the future

& Introna, L. D. and Wood, D., “Picturing AlgorithmiSurveillance: The Politics of Facial Recogniti®ystems” in
Surveillance and Societyol. 2 (2/3), pp. 177-198, 2004

" HUMAINE European Project (Human-Machine InteiactNetwork on Emotion), has also tried to assésisally
the researches about the human-machine interamtidremotions. In this project, P. Goldie et aliehehosen to
exploit the Beauchamp and Childress’ ethical stedslaseehttp://www.emotion-research.net
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behaviours. The Darwinian characteristic residethénfact that this interpretation implies that the
individuals demonstrating the most receptive apiiit emotions will be the strongest and the most
resistant. The representatives of that school iokthg are William McDougall, Robert Plutchik,
Paul Ekman, Carroll Izard, Sylvan Tompkins JosepBdux.

A second perspective is enlightened by W. James.délelops the fact that one could be
impossible to have emotions without somatic modifans, which comes always before the
emotions. For example, because of a trigger (bahgre is a somatic reaction (sweating,
tachycardia), therefore one can say that the pgorepf the change is the emotion (fear). This
vision implies the interrogation about what comestf emotion or perception? The most
representative, after James, is A. Damasio.

A third perspective is the cognitive interpretatmfiphysiologic change. Thought and emotions are
indissoluble; emotions are understood as a consegua a cognitive evaluation. For example, the
bear has a collar, proving that it has been docestil, so there is no reason to be feared. The most
representatives of that school of thinking are kagaFrijda, Scherer, Roseman, Ortony, Clore and
Collins.

Another standpoint, at last, is the socio-consivistt vision that supports the fact that every
physiologic change and its correlated interpretaés emotion is the result of a social shaping.
Emotions are a cultural product, which are cohemmd significant due to the social norms. It
implies that emotions are not universal and theyhdbexist per se. Emotions are meaningful in
relation with the otherness. The representativeAaerill or Despret.

3.2.2.2 Facial recognition of emotions and reduatism

With the facial recognition technologies, specialyented to the reading of emotions, there is a
tentative to reduce the complexity of emotionshe simple expressions of emotion; in that case
those expressions are determined by a whole otgwito the face. This reductionism is very close
to the behaviorism, developed since the 18th cgn®Behaviorism means that one may confirm
“hypotheses about psychological events in termbefavioural criteria” (Sellars, 1963, p.22)
There are different types of behaviorism which easgresents a level of radicalism linked to their
final uses: “methodological” behaviorism, “psychgical” behaviorism and “analytical” (or
“logical”) behaviorism.Methodological behaviorismalaims that mental state or internal events of
information are not proper objects of empiricaldé®s. In that sense, psychology is the science of
behaviour, not of the mindPsychological behaviorismefers to anexplanationof human and
animal behaviour in terms of external physical stinBy this explanation, this type of behaviorism

5 Sellars, W., “Philosophy and the Scientic ImageMiain” in Science, perception, and Reality, Routkedgd Kegan
APul, New-York, pp. 1-40, 1963.
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may be called a “radical” behaviorism which implaeseduction of mental states to physical states.
Analytical behaviorisms about the philosophical aspect of the meanmd) semantics of mental
terms.

Methodological and radical behaviourisms are veose to the approach developed into this
MIAUCE scenario. It is very inspired by the resgamade by P. Ekman, a psychologist who has
calculated the points into the fd¢én order to determine what expression of emoticoisespond

to a basic emotiof”. We can characterise this model as a methodologétwviourist because the
psychological activities concern the behavior rattiian the internal mental state. But it is also
close to the “psychological” (or “radical”) behavism since the emotions are explained in terms
of FSR interpretations. It implies that a wholddief social, cultural significations is missed and
denied.

This scientific model is linked to a methodologicatiuction of human beings and their emotions.
As Despret and alit® underline, it is an invariant inside the humaresces to have exploited the
scientific models to support a better understandiing problem happens when, inside those stories
of successive borrowing and co-learning of mod&sthority effects” overstep the intelligence
effects concerning a reality. It is correlated watlgeneral focusing on the body, especially on its
physical features, which confers a seal of autb#ptio human bodies. The body becomes a matter
of calculations, and thus can render averagestanidtes as a site of truth.

That prevalence to the body as matter implies a&m@érdeny to the human subjectivity, and the
ability of individuals to determine what constitsitthemselves. It means that our body knows better
than us. ,A kind of standstill about the subjeqtesgrs, that we can assume as a lack of autonomy
and a loss of auto-determination.

3.2.3.PREFERENCES AND PROFILING

In the MIAUCE scenario, the users are supposedpoess their preferences concerning the videos
they are watching. These preferences are dedudsdthe clicks and metadata, facial expressions
and eye tracking, and they contribute to constoactof the users’ profile, called multi-modal
profiling. Once the profile established, the systean send some recommendations to the users in
correlation to the profiles. Express a preferemcpiires knowledge about one’s own personality. It
is not sufficient to assume that a sum of choi@sexpress a preference. Here again, there i a sor
of reductionism in the approach of the conceptmkference” settled by this technology.

Moreover, the opacity of the system implies itkla€ consistency and contents. We can imagine
that the system can trick without the user’s camssmess, or the system can lie if it is codedeo li
There is no way to ensure that the preferenceshefuser are followed, nor that the system
understands precisely what their real preferences a

8 More about Paul Ekman, see his personal welbstfe//www.paulekman.com/

" Ekman, P.“Basic Emotions’in T. Dalgleish and T. Power (Edslhe Handbook of Cognition and Emotidohn
Wiley & Sons, Ltd., Sussex /U.K, pp. 45-60, 1999

Despret, V., Elkaim, M. and Stengers, |., « Comimgenser I'émotion ? », iCahiers critiques de thérapie
familiale et de pratiques de réseaux 29/2, 2002

78
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This raises important issue regarding the autonomgeople if the possibility of retroacting, in
relation to the preferences and choices, is notragueed by the technology, as well as the
transparency and the verifiability of the procdsgan involve a loss of autonomy and reflexivity:
by delegating the control of the summarization esmbmmendation to the system, individuals are
constrained to trust blindly to the system, withguarantee of transparency and of respect of their
preferences. In addition, building his own ‘webdpaphy’ into that kind of system could be very
restrictive, because of the constant and succeskigares along the Web surfing. There is a risk of
disinterest and indifference, which threaten th@ad@ohesion.

Finally, we say that choice and consent are asdiggehe system, even if they are retrieved from
the preferences and emotions of the users. The tfett the emotions are correlated to the
preferences highlights shows an important redustiorand a very limited vision of the individuals
and their subjectivity.

3.3. Legal assessment

3.3.1. APPLICATION OF HUMAN RIGHTS LEGISLATION

As regards the interactive web-TV scenario, sonmecems might be raised concerning potential
threats against the user's human dignity, and ag#s mental integrity since the system works
more specifically in a one to one relationship witie user, using at last potential profiling
techniques in order to send appropriate advertis&sneven to select programmes according to the
profile sketched apart from various sources. Enmatiprivacy will be obviously interfered with, as
the user’s emotions are to be scrutinized, ancetisea real impact on cultural representationd) wit
the risk of radicalization of thoughts and opinions

It is important to remember that Human Dignity i absolute value and will not allow any

exception. Any attempt must be sanctioned withaling into consideration other interests (no
balance of interests). For that reason, and inrdadesally permit the development of a useful tool
respecting the self determination of the user dn trespecting his or her human dignity, we
recommend first of all a very good level of infortoa to the user, with a specific effort to provide
him the technical possibility to edit, improve aee to suppress his or her profile and to forbig an
use of it.

Beyond that and keeping in mind that the goal efdiistem must be to advise the user, the system
conception have to confess its non neutrality réiggrits cultural background, being then able to
impose some cultural schemas against the thougtriscience, even religion representation of the
user. A total transparency of the criteria usedofoerating the selection of the messages sentor th
programming advices has to be ensured. We recommmdndlding up of the system that always
offers the possibility to the user to consciougip@ve or disapprove the results of its interacjon
allowing him never to be trapped in the culturgdresentations. Furthermore, the possibility for the
user to edit, improve or delete his associatedilpraf a necessary tool to be implemented in order
to guarantee the respect of his or her freedonxpffession, of holding opinions and of receiving
and expressing information and ideas without angriarence by public authority — as well as
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private interference, due to the “horizontal effettictrine of the European Court of Human Rights
- and regardless of frontiers.

This technical possibility will also guarantee thght not to be discriminated apart from any
criteria, such as sex, race, religion, politicainoggn or social origin. In a way, this technical
capability will empower the user to keep more contver information regarding both himself and
his environment, avoiding him to be reduced to amsein place of being considered as the final
beneficiary of this technological device. Furthermdhis empowerment will also insure the respect
not only of the proportionality principle, but alebthe social acceptability and of ethical values.

3.3.2. EUROPEAN DATA PROTECTION REGULATION

Within the frame of the Data Protection Legislatias previously developed, we have to consider,
different definitions in the specific context ofethinteractive web-TV scenario: “personal data”,
“data subjects”, “processing”, “data controllem. & second step, we have to consider the principles
relating to the lawfulness of data processingh& duties of the data controller, as the obligation
imposed to him relating to the principles of “dgtality”. In a third step, we will analyse the righ
and privileges of the data subject, eg the rightaanformed, and the access and rectification.

3.3.2.1. Personal Data at stake

As introductory remark, a very important point te bemembered is that the finality is not a
relevant criterion for deciding the applicability ot of the data protection regime. Concerning the
interactive web-TV scenario, the fact that the aegal images identify or can identify individuals,
that they serve to deduce personal emotional wegonill be the real criterion to decide or not the
applicability of the European data protection regim

So as first conclusion to the analysis of our mtéve web-TV scenario, the captured images
constitute well personal data, as they are infolonathat concern individuals identified or
identifiable, and that are not irreversibly blurEthe very start by the system. In general with t
scenario we have many others informations dire@lsted to the user, in its one to one relation
with the system. All those information must be ddaesed as personal data, as they are related to an
identified or identifiable user. Again, their levafl protection must be adapted in consequence. As
this scenario has for objective to create a profhe drafted recommendation of the Council of
Europe in that matter must be respected.

The data collected might be considered as verypatslata. They encompass our TV preferences,
our emotional reactions before the screen end itleély all the data about our consumption of

such programmes (duration of the connection, tipgson each programme, etc. ) It is quite clear
that if they are collected and retrieved in an appate way they reveal our personality and

definitively might be of great interest not onlyr fthe data controller but also for advertisers and
other third parties who wants to enter the profileated apart from these processing for having a
better cognizance of our psychology and eventualljiscriminate the uses from different services
or products on the basis of the profile. Let us #dat these data might be also very easily
considered as sensitive data since they might remea health conditions, our philosophical

opinions etc and be treated as such for discrimmiggiurposes. That is why we are quite concerned
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by these possible reuse of the data even in theexioaf the scenario chosen by the partners that
kind of usages is up to now excluded.

As this technical device relies on Internet, wadwa there is a strong necessity to very well miote
the collected information against any intrusiomptigh encryption of the images and trough severe
protection of the database. The information must &le kept only for the necessary duration. If
some of them must be stored for a longer timehag serve to feed the emotion algorithm and to
improve its analysis capacity, their level of potien must be very high. It is under the
responsibility of the security officer (or counse)l to include that point in its global security

policy.

3.3.2.2. Data subjects

Now that we know that we are well in presence o$peal data, we will focus our attention to their
relation with the people they concern. This leadtasdentify the different categories of those
people, so called “data subject”, whose such peaisdata are related with. At this level, we may
discuss the case of the sensitive data. No gloagedgory or individual profile, based on the
processing of sensitive data, ie data related ¢ostx, the race, the age, can be constructed. This
must be very well explained and certified to thmeafiuser, ie the data subject. This does not erclud
cases where the users would spontaneously andtaalynnclude these characteristics in their
own profile. This aspect is an open question ferltwmakers.

The data subjects represent every categories gligpsaobmitted or related to the technical system
in place. For the interactive web-TV scenario, ¢hisr only one category, constituted by the final
user, in front of its personal computer. The amafrdata collected is high, and they are directly
related to him.

This category includes children, which are morenethble then others to profiling and mental
manipulation. For them, it will be necessary toalep as far as possible technical means to detect
their session and to embed routines and filtersquueng them from inappropriate contents.

3.3.2.3. Data controller and data processor

Those personal data will be processed in ordeulfd $ome purposes, depending of the categories
they concern. Those purposes are fixed by the cat#&roller. He must be identified taking into
account all types of delegations of service pravisihat may happen. In our interactive web-TV
scenario, this role will be played by the servicevier, together with the provider of the techhica
services and the third parties responsible forddit@ processing (so called the data processor). We
are then in presence of a network of actors, an@pgfications, involving a certain level of
complexities regarding the ascription of respottisié among actors.

For our interactive web-TV scenario, as previowstplained in chapter two, it is the duty of the

data controller, in this case the service provitieiassess the quality of the data processor and hi
ability to provide adequate security measures, rorgéional as well as technical, to guarantee
against all forms of disclosure of users' data prafiles. Furthermore the data controller has to
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define precisely by a written contract the missiohshe data processor and to check if the data
processor does respect entirely the limits of bigractual duties.

Precisely it is the data processor's obligationtaanfringe his contractual duties and not to s
the data for other purposes than those assignéldebgontract. The processor shall act only under
instructions from the controller. If he exceeds @aample, the security company sell to marketing
companies the data collected through the airp@€3V), he will be designate as controller and
since his processing are not legitimate might beedwefore civil and criminal courts. The users
will be informed of the details of such contractaedangement.

3.3.2.4. Lawfulness of the processing

The data controller has many duties to respecgrdter to guarantee the lawfulness of the data
processing. As a very first condition, the data inngscollected in a transparent way and processed
fairly and lawfully. There is a need for a balamdéenterests, weighting constantly the right of the
data subject versus the interests of third partypasties in obtaining personal data. The right to
process personal data about data subject mustdoenpanied by effective means for this later to
defend his or her interests, especially to be legfquately informed in order to ensure a fair
processing. So in our interactive web-TV scendhere is an important obligation of information
and transparency for the data controller, with eespo the data subject, about the purposes, about
permanent evaluation of the balance of interests about the possibility for the data subject to
always be able to defend his or her interests. tAthnical possibilities of communication
(messages, pop-up windows, internet link, etc.uyte exploited to provide the highest level of
information to the data subject, at any time ok#ssion.

As second condition, we have that the processingt tmellegitimate. Among the list of cases which
makes a priori the data processing legitimate, aleeve for our interactive web-TV scenario that
this following is the only one relevant: the dat#bject must have unambiguously given his
consent. As previously explained in chapter twe, tinambiguous consent of the data subject is
thus hardly avoidable as a necessary conditiontiferwhole system to be legitimate. For the
consent to be unambiguous, it cannot be merelyiagmpl herefore, whenever possible, « opt-in »
systems should be preferred to « opt-out » systdie. consent supposes a real possibility of
choice. It would be not the case if a Data corgroimposes as condition for the delivery of a
service (e.g. the access to the TV channels) theertt to be traced through a webcam. The fact
that any financial incentive is given to the persdro accepts to see his or her data processed might
put into question the reality of the consent. Tdwhhical possibility must be offered at any time to
the data subject to withdraw his or her consenthout loosing any advantages (e.g. the
gratuitousness of the access to the TV channelBeosubmission to longer advertisements). This
also implies for him the possibility to delete amyjormation and personal profile stored in the
system, as he is leaving it. He must receive writtenfirmation by the data controller of that
suppression. Finally, refusal to give such conseus$t not prevent the users to benefit from such
interactive Web-TV service on the same terms atdte provided such consent (ie no financial
penalties).

As third condition, the data controller has theydotdefine precisely the purposes of his processin
and to make them explicit. It means that he hastoaise vague wording but definitively to
enunciate in a document the purposes in a way whight be understandable by a reasonable data
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subject and apart from which the data subject enllisage the reason why the data are collected
This obligation is also part of our technical recnemdations as presented at the end of this
analysis. We insist on the necessity to clearlyngefnd to explain the purpose to the data subject,
and also the type of data that are collected, hHwy are processed, by whom and for whom, and
what is their level of protection.

As fourth condition, the compatibility is a very portant requirement in evolutive system, that
permit through their natural or technical (by trdeliion of certain software or by coupling with
other data bases) evolution, to imagine new apphicavith new purposes. The question to know if
this is definitely a new usage, or always a usagepatible with the former one, can be solved with
the criterion of reasonable expectation. This angerthe question to know if the data subject has
had the possibility at the initial moment of thetad@ollection to imagine this future usage as
included in the purpose of the processing. If tinewser is yes, the processing is deemed as
compatible and is legitimate without new formabkti¢f not, the processing is a new one and has to
find a basis for its legitimacy and definitivelyetldata subject must be at least informed or even
agree to this processing. Through this fourth cionli and as with the balance of interests, we find
here again the necessity of a constant evaluaneaning that no final judgement regarding privacy
and data protection can be reached with such dynaystems. This is then an important
responsibility of the data controller to be awatsuch obligation and to comply with it! In general
given the dynamism and plasticity of the systemissate, constant monitoring should be exercised
as to ensure that the conditions of legality (coamge with human rights as well as data protection
requirements) are always met. The whole systemisnecy should be reassessed each time a shift
in the variables involved occurs. This idea of pament legal watch due to permanent technical
evolution is also part of our technical recommeiuatest, presented further in this analysis.

A specific attention must also be given to the iing. Profiling is not a goal in itself but a
technical means of achieving a particular restilhas much more significant consequences than
simple statistical processing, since it may excludividuals from access to essential services, or
may reveal sensitive aspects of user's characten elements this one doesn't know consciously
about himself. The three pillars of personal datessing, ie the lawfulness, the transparency and
the proportionality, must be applied at an earagstof any profiling operation, even if the human
data being processed are not personal.

3.3.2.5. Data quality

Apart from those obligations concerning the lawéds of the data processing, the data controller
has also to fulfil obligations related to the piple of “data quality”, ie no more concerning the
processing but the data processed. In that caseddbla must be adequate, relevant and not
excessive, in relation to the purposes for whiakythre collected and/or further processed. They
must be accurate and kept up to date, and if nost lme erased or rectified. They must be kept in a
form which permits identification of data subjeftis no longer than it is necessary for the purposes
for which the data were initially collected. Forrauateractive web-TV scenario this implies to
capture only relevant data. The data minimizatiaplies that only the personal data necessary for
the implementation of the system should be coltegteocessed or stored, and that the data must be
deleted when no longer necessary and after thd tgeservation requirements. If the storage
duration must be permanent for the good functiorohghe analysis algorithm, the data subject
must be well informed about this, as about thequtadn level of those data.
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3.3.2.6. Security measures

In conclusion, the interactive web-TV scenario pasentially the greatest impact on the user's
privacy, due to the amount and quality of persatah collected and due to the connection to a
public communication network. Following the prinieipf the balance of interests, we ask for this
scenario a very high level in the measures of ptiate. This protection must be deployed at the
level of the user, as well as at the level of tawctontroller and processor.. This last point iegpl
for him to strongly secure any data base of cal@aata, and to permanently review the global
security level of his system. Finally, in orderatoid any unlawful and disproportionate processing,
the data controller will have to apply the precawdry principle. As an evidence, this scenario
implies for him the highest responsibility levelhe control of the threat related to the profiling
relies also upon the rights of the user, mainhbéoinformed about the collected data and their
purpose, but also about the logic of the globatess.

The second main European legal instrument, thectdiee 2002/58, concerning the processing of
personal data and the protection of privacy indleetronic communication sector, is applicable in
this scenario, mainly through its article 5.3. Tloee declares thatthe use of electronic
communications network to store information or taingaccess to information stored in the
terminal equipment of a subscriber or user is adlgwed on condition that the subscriber or user
concerned is provided with clear and comprehengiermation in accordance with Directive
95/46, inter alia about the purposes of the procegsand is offered the right to refuse such
processing by the data controllerAs previously expressed, this clause assuresigbeto keep
control on his informational environment, with resp to basic principles of dignity, mental
integrity, proportionality and freedom of expressithought and conscious, without discrimination
of any ground.

3.4. Recommendations

Following the classification proposed by Glasgowivédrsity, among our three scenarios, the
interactive Web-TV is the most interested in piogl It implies a possible crucial impact on
thoughts and cultural representations, with thie sfsradicalization of thoughts and opinions.

We recommend to provide adequate information aclanieal means to the user as to allow him to
keep control over information regarding both hirhaeld his environment; the user must be able to
« fool » the system, ie to furnish to the systetotally different image of himself.

Two kind of means can be used: the first one istélenical possibility to give feed back to the
user, on the relevance of his own profile, andsdeond one is the technical possibility to edit, to
switch off, improve, suppress, parts or totalityhaf profile.

Among the different users, children constitute dipalarly vulnerable category. We recommend

developing as far as possible technical means tiecdehildren users and to embed routines and
filters preserving them from inappropriate contents

As the constructed profiles are of great interést®ther companies, there is a necessity to tdke a
appropriate organizational and technical measweguarantee against all forms of disclosure of
users' data and profiles.
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There is a necessity to address by contract theecéige responsibilities of the data controller and
the interactive web-TV content provider with regawdhe management of users' data and profiles.
The users will be informed of the details of suohtcactual arrangement.

The user must provide a fully informed consenthe processing of his data and the profiling
process at the time he subscribes to the intemeteb-TV service. Refusal to give such consent
must not prevent the user to benefit from suchraatéve web-TV service on the same terms as if
he had provided such consent (ie no financial pesal

Whenever the user wishes to withdraw from the systee should be able to do so without any

penalty. In such case he will receive a writtenrgotee that all data and profiles will have been
irreversibly erased.

Whenever, for technical or other reason, data seel for new applications, these applications must

be compatible with the original processing of thatag and comply with users' reasonable
expectations.

Sensitive data (ethnic origin, religion, sexualferences, political opinions, health and disability
status) must in principle never be processed; ecmmmendation in this regard would be to avoid
situations where the system would automaticallyclnthe user's profile with information inferred
about such sensitive criteria. This does not excleakses where the user would spontaneously and
voluntarily include these characteristics in hisnquvofile.

Finally, the data controller is obliged to notify the relevant national data protection authority
about the processing of personal data.
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CONCLUSION AND FUTURE WORK

CONCLUSION

ACHIEVEMENTS OFWP5
In this second period, we have achieved significas¢arch results.

First of all, we have developed a methodologicaimie enabling collective deliberation about the
ethical, legal and social issues involved in thsigle of MIAUCE technologies. This methodology
is supported by two crucial options we had to defifihe first one consists in the moral and the
legal value from which one would assess these tdobres and their application scenarios. In this
report, we held that respect for, and encouragewfantividual autonomy (self-determination) and
collective autonomy (the vitality of deliberativerdocracy) are the two most sustainable reference
principles or values that “value sensitive desighbuld strive to reinforce. The second option
relates to our role and responsibilities, as retearin human sciences and humanities, as partners
in the MIAUCE project. Considering that ethics st & theoretical knowledge that can be learned
and appropriated by hearing experts, but is raheattitude or a posture in life and work, the role
we have held in the project, with reasonable sig;aamsisted in enabling our partners to acquire a
reflexive and ethically enlightened posture, whatlows them to both understand and reflect on the
ethical, legal and societal impacts — both actual potential — of industrial and technological
choices.  Our methodology therefore always promotedparticipative and deliberative
determination of the ethical, legal and social ¢t@nsts and values to be implemented through
technological design and industrial orientationsisTwas a mutual learning process through which
we, as human scientists, have learned to betteredetir position (or posture) and interventions and
through which our scientific and industrial parséave had the opportunity to better understand
their ethical, legal and social responsibilitieamincreasingly technologized world.

The second result of this WP5 second year consigte actual introduction of value sensitivity as
a guiding criteria for the design of the scenaasshey are now described, following the changes
that have been considered necessary not for indlustr scientific reasons, but for ethical, legal
and societal reasons justifying changes in thealngipecifications of the technologies or in the
organizational arrangements supporting their deptmts (blurring faces, clear specification of the
finalities of the technology, sensible data to b&tgcted, responsibility and liability constraints
These changes and recommendations are develofieglchapter 3 of the present deliverable.

Still critical issues remain with regard to the gt epistemological, cultural and political
paradigm supporting the design and deployment ol snultimodal observation technologies. In
the next section, we explore these most criticaugs, which no adaptation or change in
technological design or industrial organization salve, since these questions concern the broader
epistemological, cultural and political bases onchtihese emerging technologies are grounded.
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MULTIMODAL OBSERVATION TECHNOLOGIES SOCIETAL CHALLENGES

The body as privileged source of truth

The MIAUCE technologies are largely inspired byoat ©f general postulate holding the human
body as a privileged source of ‘truth’ about pessolithough persons are always susceptible to lie,
their bodies, it is assumed, is the natural reposiof personal authenticity. This assumption, a
contrario, holds as systematically suspicious,atee autobiographical accounts. These kinds of
reductionism (holding that multimodal observatidiows to gain particularly objective and reliable
information about a person’s preferences, needstiens, personality...) and essentialism (holding
that a person’s preferences, needs, emotions, naiyy...are necessarily ‘readable’ on his or her
face or body, or expressed in his or her attituales positions) are worrisome as such, from an
epistemological point-of-view. They also challerajaong the most fundamental ethical and legal
assumptions about individual autonomy or self-deieation, the meaning of individual consent,
and the necessity of 'user empowerment.

Besides, in such a multimodal observation paradigp®,human body is not anymore necessarily
understood as a unified entity, but rather as kecmbn of fragments that match together (or not).

In the MIAUCE scenarios, particular patterns of gibgl attitudes are targeted (eye gaze, head
positions, silhouette...), from which operationdbrmation is inferred.

The privilege acknowledged to the body as a soafeeeaning is paralleled by a general disregard
for the part of personal subjectivity that escapadtimodal detection, and for the specifically
human capability of individuals to define — in pattleast — and develop as they please, their own
unique personality. In caricatural words, the pnegtion is that “our body knows — and says -
better than us”. A kind of standstill about the jsgb appears, that we can assume as a lack of
autonomy and a loss of self-determination. It pgyéites to a sort of suspicious statement regarding
the capacity of the subject to explain his/her badraand then to be at the centre of his/her social
life.

Moreover, these multimodal observation technologiesm to ignore that the body is also socially
and culturally shaped. R. Hall has demonstratedthi®body carries the settings and is the vehicle
of social identity and communication. To a certextent, people construct their bodies in order to
feel conformed, marginal or recognizable amongstatihers. So the body is an intrinsic part of the
social personality and identity of the persons.sThs another reason to question the current
development of multimodal observation systems.

From body to mind: determinism and reductionism

Multimodal observation technologies also raise tjors with regard to the instrumental use they
make of human sciences that were originally dewaddp explore and not to control or determine
what is 'real'. This is particularly the case foe technologies at work in TV1.1.presupposing akin
sort of causal and deterministic link between flaeigressions and emaotions.

In fact, with facial recognition technologies esp#g aimed at emotions reading based on the
Ekman model, there is an attempt to reduce the ity of emotions to the simple expressions of
emotion; in that case these expressions are defipedseries of points of the face. This scientific
model is linked to a methodological reduction ofrfain beings and their emotions. As this model is
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only able to 'detect’ plain emotions, it also rexfuthe social and cultural meanings of emotiores to
dramatic extent (it is indeed unable to translageinfinite emotional nuances existing in humans) |
will therefore have troubling consequences on tierpretation made of its results by the potential
users or end-users, in the sense where they cédnseatie two levels.

Hence, these observation technologies, especiélgnweriented towards emotion recognition, must
be considered for what they really are, and notwbat they are not. means to gain 'truths' about
emotions, feelings, sensations... they can onlyateut the connections of a set of basic emotions
with their pretended expressions. They tell nothabgut the personal story, the preferences, the
intimacy, the choices of the person whose facajguwed and of whose the facial expressions are
analyzed. Every connection made is pure interpogtadnd represents a hermeneutic danger.

This issue claims for giving a very cautious anchited status to such technologies in the
organization of our social life.

The centrality of consent and the focus on “user eppwerment”

The major characteristic of data processing in M@RJis that it involves genuinely constant
recording « multimodal interactions of users »nhgdirom anonymous trivial events happening in a
given environment and susceptible to cause sadstyes (S.1.3.) to constant tracking of the user’s
eye gaze (M.1.1.) and monitoring of variations loé tuser's « emotions », inferred from facial
expressions (TV1.1). The pace (real time) of daikection makes it unrealistic that any data
subject would expressly consent to each instanaataf processing. Most collection, observation
and processing of personal data will happen witkoaittive » reflection by the data subject on the
merits and dangers of having « his » informatioocpssed, as the scenarios intend to be as least
intrusive and obtrusive as possible.

A second concern, is that, in the perspective oAMLE technologies (and the multitude of
applications they may give rise to) whenever uaeggequested to consent on the processing of one
type of data - those which qualify as ‘persondhtaccording to the classical definition — they do
not thereby gain any control over the other typedada which may relate to ‘contextual elements’
with which their ‘personal data’ will be cross-miagd in order to produce operational knowledge
about that user’'s ‘needs, preferences, risks, daongity, personality etc’. Personal data (the only
type of data deserving adequate protection undeemrulaw) processing does not exhaust the
information processing involved in multimodal obssron, whereas this multimodal observation
may result in troubling consequences for the uaed in consequences incompatible with his
fundamental rights and freedoms.

Finally, consent given to the collection of say tyyge of data (facial expression) does not allogv th
person any control over the nature and depth afrim&tion about himself that will be made
accessible through the processing of such datandy even be hypothesised that certain
applications of the technologies ensuing from thAMCE project will render ‘visible’ certain
things about the ‘users’ of which they are not amiwemselves (see 3.3.A. above, on invisibility,
body and identity). In other words, multimodal ohs#ion may allow for technologies
‘discovering’ things, or ‘creating knowledge’ aboutisers’ that ‘users’ don’t even know about
themselves, but that is nevertheless interpretadtasately true, in part for the very reason that
escapes the filter of users’ consciousness.

Version 1.0 11/09/2008 123 WWW.miauce.org Confidential MIAUCE

This document cannot be copied without the permission of MIAUCE coordinator



MI C [ D5.1.2 Page 124 / 141

Ethical, legal and social issues

At a more conceptual yet crucial level and in hmgh the previous point regarding the “epistemic
primacy of the body”, data protection principles prasizing data subjects’ empowerment and
‘informational self-determination’, are at odd witie epistemic evolution attested by the focus of
multimodal observation (for security-safety and keding purposes), and which has precisely made
the ‘self’ a very unreliable source of truth.

The crucial need of pre-defined finalities as to agss the legitimacy and proportionality
of “privacy and data protection adverse” systems

The difficulty experienced in this assessment efMHAUCE scenarios result, in a significant part,
of the fact that the very technologies interverimthese scenarios may, without substantial change,
be applied for a wide variety of purposes. The tga$eenario would easily shift into a security
scenario; the marketing scenario may easily allbardugh customers’ profiling, as would the
interactive web-TV scenario...The fact is that theailability of multimodal observation
technologies decreases the cost of gaining ‘omeraliiinformation about individuals so much that
it will become increasingly tempting for for pubbad private bureaucracies to intensively seek and
rely on such information, whatever their accurassneeliability, and whatever disparate impact
over vulnerable groups and individuals would ensue.

The principle of data minimizationis at odd with the very logic of multimodal obsation: In the
‘multimodal observation paradigm’, the principle isdiscriminate capture and recording of
information of as many types as technically possdms to allow the autonomic establishment of
correlations between data that are or are notcamugal relationship.

The ban, in principle, on the processing of sengdidata(ethnic origins, religious faith, political
opinions, sexual preferences, health status,.ay, be difficult to implement, as ‘contextual’ data
may reveal such sensitive information, be it inclise (through the analysis of contents requested
by an interactive web-TV customer for example) .

They also raise a series of difficulties regardihg practical implementation of current data
protection regimes, given:

The uncertain legal regime applicable to profiling.

The decreasing probability that ‘users’ (or data sibjects) will claim respect of, or exercise
their legally guaranteed rights as the exponential dissemination of observatamhriologies de
facto decrease users’ expectations of privacy amgitvity with regard to information systems
inimical to privacy and data protection.

New observation capabilities versus privacy andadptotection frameworks

As a result, as mentioned earlier, mpeof current privacy and data protection framewddik

in part, to guarantee against a series of excessivaesions or interferences with individuals’
privacy. Eye gaze detection, emotion recognitiantext awareness, for example, are among the
innovations that indeed interfere with the usergisdial privacy”, “emotional or intellectual
privacy”, “relational privacy”...That these dimeoss or facets of privacy have not been as such
explicitly protected by law does not mean that thleynot qualify for legal protection under the
broad concept of privacy. Absent adequate protecifdhese and the other newly vulnerable facets
of individual and social existence, phenomena gallyedescribed in detail in our first deliverable)
of anticipative conformity and/or of degradationtnist (when legitimate expectations of privacy
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are deceived in practice) will arise, with dramatensequences on the vitality of our deliberative
democracy (see first deliverable).

Law enforcement activities have for long relied mchnology for assisting law enforcement
officers in crime detectianTime has come for the law to also seek the help t®chnology to
ensure that the same instruments aimed at observingersons and events (for purposes
ranging from safety or security to marketing and etertainment; through technologies
involving observation and/or interaction and/or prdiling) do not disproportionately and
illegitimately deny individuals’ adequate protectian of their fundamental rights and liberties.
Given the decreasing awareness and sensitivitysefsuwith regard to ever invasive multimodal
observation systems, and given the above mentiga@d and difficulties of legal protections,
value-sensitive design is absolutely necessary.

Another concern with regard to autonomic profilinglates to thelaims of objectivity raised by

the proponents of multimodal observation systemeediat assisting or, in the most extreme cases,
at replacing human decision making. Unlike humaseokation and classifications, prone to a wide
range of conscious or unconscious bias of and gicga and impaired by the fac that humans are
caught inside the limits of “bounded rationalityutonomic profiling is claimed to be more
‘objective’ and efficient, ignorant as it is of hambiases and prejudices, and enabled as it isatio d
with the complexity of reality much more efficiepthan humans (always caught in their “bounded
rationality”): aren’t machines able to process amdhlyze information much more quickly and
efficiently than humans? This ‘objectivity’ of auomic profiling is however more a myth than a
reality, for a serie of reasonenmunity from design flaws is indeed difficult to atain, and
autonomic decisions or recommendations are vultetalthe potential inaccuracy of data used or
incorrectedness of models or routines. These emmayg be caused by a misunderstanding of
underlying mechanisms that condition behaviorsgf@ample, given that these systems are most of
the time correlations-based (rather than caushéed), and prone to use categorical variables
(such as ethnic, age, gender,...group variables)easeats of evaluation, with possibly mistaken
results. Besides, these systems may produce rhtec@mmendations or decisions but which are
nevertheless unacceptable as they disparately ingra@n already disadvantaged or vulnerable
group, or lead to unacceptable discriminationsalgmwhenever multimodal observation would be
used for the purpose of forward-looking evaluatigvhich is not the case in actual Miauce
scenarios), that is, for predicting future prefees)or behaviours rather than to depict actually
occurring events, actions, behaviours, the ‘modeValidity may be impossible to assess, as no
‘ground truth’ is available for that purpose.

This has already been said but it doesn’t harmepeat it: themotivation, stage and scope of
‘regulatory’ monitoring of technology development and disseminationmust therefore evolve. It
must obviously be motivated not merely by concexbsut threats to competitive advantages, but
should also, crucially, be motivated by the nedgssi minimize or mitigate the social harms
flowing from its use. In order to keep pace withe thotential social harms accompanying
technological development, regulatory control mnst merely be restrospective, but must be
considered and given the means to be an integnaponent of research and developmeént

9 Gandy Jr., O. H., “Engaging Rational Discriminatio@onference: Ethics, Technology and Identity, D@lft,

June 18-20 of 2008
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One may wonder, after careful identification of tyegs in legal protections of users, the practical
difficulties of implementing existing protectiongnd the inadequate scope of existing legal
framework, whether it would not be also fruitful &mldress the issues not merely from general
human rights and a data protection and privacytpafiview, but alsdrom a non-discrimination
point-of-view. Multimodal observation technologies are aboveaitied aproactivelydiscriminate

(in the value neutral sense of the term), amongyiitdals according to the level of probability that
they will like a specific informational content (ithe interactive web-TV), will buy a specific
product at a specific prive (in a dark versionlod tharketing scenario), or will represent a danger
for the security of goods and persons (in a danksigre of the safety scenariojutonomic
profiling is the horizon of what Miauce technologies are alob. The question arising in such a
conceptualization relates to the disparate impaat $such an autonomic profiling of persons may
have on groups unequally powerful (in terms of nsearealth, political representation, health,...) in
current society. The issue then becomes one otgust fairnesshow do we guarantee that
autonomic profiling will not further disadvantage those who already suffer a ‘minority’ status

in our current society? The third year will allow us to gather the expades and visions of such
‘minority’ or ‘marginal’ social groups in order tassess the risks of further marginalization and
provide recommendations in this regard.

Children and elder persons, who may experiencen awere than the general population,
difficulties in understanding and evaluating theksi and advantages of consenting to the processing
of personal data in a multimodal observation canteikcourse constitute an obviously vulnerable
group. A crucial question would be, with regardtiese categories of persons, whether a new type
of ‘technological paternalism’ would be warranted, that their status as vulnerable person be
detected by the multimodal observation system, #mel reaction of this system, adapted
accordingly.

FUTURE WORK

In the future work, we will address the externatgrmance issue related to the necessity to open the
democratic deliberation process about the techmedagt work to the society at large. Set like that,
this aim or ambition appears quite unrealistic sifspciety at large’ remains a very abstract and
fuzzy concept.

To open this deliberation, we will explore two mairientations. . The first one consists in the
“citizens’ jury” methodology as an attempt to heaople’s voices. This methodology is clearly an
alternative to most common quantitative surveysetlasn large samples of people and to
gualitative consultation of experts. The seconergdation we would like to explore regards the
composition of the jury. According to the generaéthodological guidelines supporting the
citizens’ juries approach, the panel has to beosed 'best fit' (demographic) sample of 12 to 16
members of the public. Within the MIAUCE projectewtend to explore two types of panel: the
first one, classic, based on a demographic sanfpteeogeneral public and the second one, less
traditional, and composed on a demographic samplfeo population (or their representatives)
most critically targeted by the considered techgige since they express or live situations that are
at the margins of the dominant paths of the socitys confrontation between two panels should
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technologies as perceived by the others.

We will conclude this research mandate by the ektion of (social, ethical and legal)

recommendations for both the European policyma&ads technology designers to avoid that the
development and deployment of multimodal obserwvati@chnologies result in increased
discrimination and fragility of these vulnerableogps but also in a loss of autonomy and

democracy for all.

MILESTONES FROMM24 TO M36

Page 127/ 141

Month Id Milestones Measurable results WP Lead
contractor

Month 30 | Ms3a | Achievement of the focus groups Recommendations WP5 UN

process generated by the focus

groups

Month 36 | Ms4c | Analysis and assessment of the Governance proposals andVP5 UN,

governance approach recommendations

Table 10. Interim milestones for months 30 and 36
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ANNEXE 1
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MIAUCE SCENARIOS - QUESTIONNAIRE

We extracted the two descriptions of the three scenarios, and gathered them in order to have an
overview of the situation. The aim is that the partners detail more precisely the targets, the roles of
the different actors involved, the content and the limits of each scenario.

Application 1: Security - aided detection of suspéehaviours

It is one of our objectives to help the security personnel to detect suspect behaviour from video streams. The
basic idea is to analyse video streams with two purposes. On the one hand, potentially dangerous behaviour
can be detected and security operators can be warned to pay attention to the important events taking place
in an area under surveillance. On the other hand, stored video sequences can be annotated with relevant
information that can be used off-line for different purposes, such as locating events of interest (e.g. when a
certain object appeared or disappear from a scene) or analysing human behaviour to characterize normal
and abnormal patterns in an area under surveillance.

To this end, potential detections in which we are interested are:

People approaching a certain area or crossing a certain “virtual safety line.” In many open areas, it is
impossible to place physical barriers to avoid people approaching certain areas. In commercial areas,
physical barriers are not well perceived by customers because they can act as a deterrent for them to
approach shopping areas. The ability to watch the area with one or several cameras gives the possibility to
detect automatically people approaching a restricted area and warn a security operator to verify that
everything is normal.

Detection of people loitering in a certain place. The ability to characterize the motion pattern of people in a
certain area can be used to detect abnormal situations. This characterization can be done statistically. This
is not required that all persons in the area under surveillance must be tracked by the system.

Detection of abandoned objects. The ability to detect objects abandoned by persons in certain environments
can be used to attract operator’s attention and to help searching for scenes with potential suspects.

Detection of dangerous situations in certain scenarios. Applying object-tracking techniques, one can
characterize situations that can be identified as “abnormal” in a certain context. Examples of interest are a
person laying down in the floor in an isolated area (e.g. in a Metro station) or the presence of a person in an
escalator while it is stopped (e.g. to make it possible an automatic remote start of the escalator with no
potential harm to persons present in the escalator).

Detection and tracking people with odd behaviours. This is possible by profiling classes of behaviours (e.g.,
people behaving suspiciously in airports etc.). This can be achieved by analysing user interactions and
interpreting them in a particular context.

Most of the useful detections in the security applications will be related to the application of object tracking to
the video streams provided by surveillance cameras. The partner Visual-Tools will drive this application with
a pool of end users, as described in the work package 6.

First application scenario: Collapsed escalator (31

This application fits in one of the most important market areas of interest of Visual Tools: Large Public
Installations. The application will provide a customized video surveillance system with the ability to detect a
typically dangerous situation in an airport, people blocking an escalator exit because of a fall or a luggage
drop. This kind of event is considered a dangerous situation that must be detected in order to warn a security
operator.
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This scenario is concerned with the multi-modal analysis of videos recorded by surveillance systems. The
main objective of surveillance systems is to have some locations continuously observed to protect them from
intrusions and thefts. With this aim, cameras are installed in critical places of the premises to guard and the
video signal is carried to a control room, where dedicated employees can have control of the situation and
react in case something unusual happens. This control room could be close to the observed place or could
be in a remote central security station connected to the site through communication lines. One such example
is a camera installed at an airport to monitor the situation of escalator exits. The multi-modal interaction
analysis of the recorded videos can be exploited to present informative data to the security team who needs
to take prompt actions in a critical situation.

In this scenario, there is much room for investigating the role of context to increase the understanding of the
current situation that is supported by the analysis of multi-modal interaction. This involves the contextualised
configuration of system settings, the presentation of the current system settings for varied camera locations,
as well as the visualisation of the alarms generated by the multi-modal analysis in a system user interface.
Using context information to optimise the system configuration allows for using the same underlying
detection algorithms in different locations and in an efficient way. The understanding of the system
configuration is also important for the security team to assess the current situation.

e Could you describe more precisely the scenario following to the storyboard methodology ?
» Sequence 1: for example, images capture
e Context: place and actors
e Technology and task: what technology for which task
»  Finality or utility: to do what
» Difficulties and constraints
e Sequence 2: for example, reading and analysis of images
e Context: place and actors

* Who are the main actors in the scenario? Identify them and their responsibilities and constraints.

Constraints Responsibilities

Actor 1=........ccoveiiieiiieinnns

ACIOr 2= ...,

ACtOr 3=....iiiiiiieeeeie,

 How do you intend to categorise what is suspicious and what is not?

« And what about categorisations of what is normal vs. abnormal; dangerous vs. not
dangerous? Describe precisely your conceptions.

 How does the system recognise those categories? How does the application works with the
categories?

 Who decides and fixes the parameters for the application? Who takes responsibility for the
definition of criteria?

* How can you guarantee the anonymity of the individuals whose behaviours are analysed?

e How can you guarantee the transparency of the criteria used to distinguish among the
categories (suspicious vs. non suspicious etc.)?

* How do you address potential privacy and discrimination issues ensuing from the scenario?

e Who would control the system and address potential issues of privacy, discrimination etc.,
externally (CNIL, or other national commissions for the protection of privacy for example?)
and internally?

* Who is the owner of the installation? Who uses the collected data (retailer, a security
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company)?

* What (technical, or other) guarantees are taken to ensure that the collected data will not be
used for other purposes than the original purposes for which they were collected in the first
place?

* How long will the collected data be kept?

* What kind of communication means will be put in place to make people aware of the
presence of cameras and of the remote analysis of their behaviours and actions?

* Who takes responsibility for deciding about action when suspicious behaviour is detected? What
kind of decisions can be taken in such circumstances?

» Does the alarm put a social pressure for the security agents? Is it a professional fault to
ignore the alarm?

» Could security agents get the impression that the system has some power regarding the
decision-making process?

* What kinds of instructions are given to the security agents concerning the system?

e How do you know that the system helps security agents? Did you survey them about their
needs? Have they been consulted about it?

* One of the main problems is that there is a gap between the objectives, centred on proactive
surveillance on the one hand, and the description of the scenario, which purports to be more neutral.
Or we talk about the same application. How do you justify this gap?
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Application 2: Personalized marketing

The application objective is to simplify every day activities of the user, in relation with acquisition of his every
day or contextual needs (food, hygiene products, etc.). The application objective becomes of great practical
importance and challenge when the user is an elderly person or has problems (disabled) in accessing the
controlled environment (e.g., shop windows) or has auditive problem. So the technology investigated in the
project, when validated, will have deep impacts on hundreds of thousands of people and hundreds of shops.
We estimate therefore that this application has enough importance to justify the investment of the project.
Through the capture and analysis of user behaviours, it will be possible to analyse people behaviour in front
of a shop window, and customer trajectories inside a large store. These analyses will have a great impact on
meeting user needs and service personalization. And help the shop optimise its merchandizing, increase the
visibility of its products to improve sales and profits.

Second application scenario: Average people lookatg shop window (M1.1)

This scenario is concerned with the multi-modal analysis of videos in a similar way to the previous scenario,
but the outcome of the analysis is used for marketing purposes. This particular scenario aims to capture the
multi-modal behaviour of people who look at a shop window, to determine the effect of product displays.
Such analysis can be applied to a shop window of a little store or in a pedestrian street. As such, the end-
user of this application can be the shop owner, store manager, or those who are responsible for display
arrangements. Since there is little existing technology that can evaluate the effectiveness of product displays
based on people’s behaviour, the multi-modal interaction analysis is a promising technology to apply to such
problems.

The environmental context of the cameras installed will be an important aspect for optimisation of the
detection algorithms of multi-modal interaction analysis. The contextualised presentation of the outcome of
the analysis should also improve the understanding of the relationship between the product displays and
people’s behaviour.

e Could you describe more precisely the scenario according to the storyboard methodology?
» Sequence 1: for example, capture of images
» Context: place and actors
e Technology and task: what technology for which task
»  Finality or utility: to do what
» Difficulty and constraint
e Sequence 2: for example, lecture and analysis of images
e Context: place and actors

* Who are the main actors of the scenario? Identify them and their responsibilities and constraints.

Constraints Responsibilities
Actor 1=........ccoveviieeiieinnns
ACIOr 2=....iieeeeieeeeee,
ACtOr 3=....iieiieieeeee
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» About the objective of the scenario: “simplify everyday activities of the user”
 What are the effective and concrete services brought to the users? Describe the services
themselves, one by one.
» Describe precisely, by sequences (as a storyboard), the system offering such services.
» How are the data collected, treated and stored? Who treat them, in which finality?
* What does the user know about the data collected on himself? How can he/she know what
become their data, who treat them?

« About the “elderly, disabled person and those who have auditive problems™:
» Describe precisely how the system can answer to their particularity. Which specific service
can the system bring to elderly? To disabled persons? To person with an auditive problem?

» About “behaviours”:
 What does the term “behaviour” cover exactly? Gesture? Head motion, body motion, gaze,
social behaviour? The term is not elaborated enough and covers to much significances: it is
ambiguous.

» About the “analysis of behaviours™:

e Describe more precisely what are done by the “analysis of the behaviours” contents
(gesture, head motion, body motions...?) , objectives (moving time, cartography of
movements, ..?) and the technical way to get it.

 For which actors: end-users, retailers, marketing company? Precise the added-value
completed for each actors.

* What are the real needs of users encountered by the scenario? In which way does the
system answer to those needs?

= What is the real finality of the application, encounter users needs or optimize a marketing
process? This is not clearly elaborated.

= Describe a typical use-case, involving all the actors of the scenario. “It is Christmas time. Mr X
is in a shopping mall ...”

» About “average people”: what does it mean specifically?
e About “apply to such problems”;
 What is (are) the problem(s) the system wants to apply? Describe it (them).
» Justify the added-value of the system in that case; actually, the application seems very
weighty to solve “problem” of displays or window-shopping.
= There is a gap between the objectives, very large and oriented to people, and the description of
the contents, which seem to be an optimization of a marketing process.
» Does the application enable to cope with technical problems such as head orientation, movements,
eyes gazes, crowds, glass reflects...?
*  What does the system grounded on? Statistics? Data mining?
» Relevance of the sample if the problem of the crowd is not solved? (statistical analysis of the
people passing, one by one?
e General robustness of the system?

* What can other domain of application be chosen? Another marketing processes? Security?
» Isit possible to recognize people by their sex, age, and ethnicity?
e If so, describe how the system does.
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» Does the system intend to categorize by sex, age and ethnicity the people?

* How does the people know that they are filmed?
» How is the information displayed to people entering the public places?
*  Who does watch the videos and analyze them?
* How can the people know who watch the videos?

About “the contextualised presentation of the outcome of the analysis should also improve the understanding
of the relationship between the product displays and people’s behaviour”:

» This relationship, between what the products displayed and the people’s behaviours is not clearly
elaborated.

Application 3: Adaptive and interactive web T V

Interactive internet TV is a progressive alternative information channel, available at the time and location
convenient for the viewer. Data storage, accessibility within a certain time limit and supply of customized
information according to demand of the viewer are the main advantages of interactive internet TV that make
it unique and enable optimum usage of the time resource for contemporary audience. The application to be
developed in MIAUCE project highlights significance of adapting content type and layout to different user
behaviours through a multi-modal interface associated to a browser of a content-based retrieval system.

The variety of internet TV content is virtually unlimited: it supplies broadcasts, media clips and other
information for users of any age, gender, social setting and interest group. This content is usually structured
by category and subcategory allowing for expansion of a certain topic in more detail to create a target-
oriented set of information. E.g. there are comprehensive news channels offering the latest coverage of
social and political events and their development throughout the world. There are also informative sections
or databases dedicated to sports, medicine, international or local business, education, entertainment,
society, technology, reference, etc.

For MIAUCE project we chose web news TV as a domain of application since news clips as well as other
similar audio and video content is provided more regularly on the web and is required by increasing number
of online users on a daily basis. Today more and more TV companies (TF1, BBC-World, Latvian TV etc.)
provide online Web news sites.

By accomplishing its tasks as an information channel, interactive internet TV becomes a lucrative
environment for e-commerce, enabling businesses and other organizations to attain their major (marketing)
goals. In this case it is very important to place blogs, banners and other commercial information in
appropriate place both to ensure effectiveness of commercials and keep comfortable environment for
viewing selected content.

As a base for multi-directional data flow, internet is an effective means to this end. Data transmission in both
directions (interactivity) is the key to an individual's interests and necessities, serving as a base for
preparation and publication of information. The principle is similar when supplying non-commercial
information, e.g. popular-scientific or educational data (clips). Provision of information is basically intended to
add value by informing or educating the viewer in this case.

These sites are composed of articles, images and audiovisual files that complement each other for greater
user enjoyment providing richer and all inclusive information set. Producers of content have rough ideas on
content navigation and usage patterns of their users. Multi-modal interface will change the way users explore
web sites online, as well as create avenues for further advances.
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Interactive television enhances a program with content and services to create a more engaging,
personalized experience for viewers, allowing them to watch and interact with television on multiple levels.
Content and services can include the ability for viewers to get more in-depth information on the programs
they are watching, voice opinions through online voting, chat with other show fans, play games, purchase
merchandise on demand and much more.

Eye fixation, eye blink, head pose, hypermedia interactions and queries by content will open up improved
ways to present and work with information. The technology will analyse user interactions through multi-modal
interface associated with a content-based retrieval system. Particular importance will be paid to user needs
with respect to content presentation. This is of utmost importance to news content producers in order to
improve the quality of their production thus reaching higher ratings and wider audience.

The partner Tilde will drive this application in collaboration with end users of own web TV sites as we will see
in the work package 6.

Third application scenario: Web TV recommendatiomé summarization system (TV1.1)

While the previous two scenarios aimed at analysing the recordings of surveillance cameras, this scenario
mainly targets the TV programs and other video contents that can be watched through an interactive Web
TV application. As such, we will investigate the analysis of user behaviour with his personal environment and
will concentrate on different modalities to deliver personalized information to this user. Since the size and
diversity of video contents available is increasing on the Web, it has become more difficult for the end-users
to find relevant materials effectively. For example, in the Web TV applications, there are news contents,
entertainment contents, as well as educational contents. In each type of contents, there are several program
genres such as business news, music, films, and/or documentary. Therefore, there is a growing need to
develop an effective system to support the end-users in accessing the video contents. We will concentrate
on two specific aspects: recommendation of possible interesting material and summarization of material of
interest for a particular user.

» Could you describe more precisely the scenario according to the storyboard methodology?
e Sequence 1: for example, capture of images
e Context: place and actors
» Technology and task: what technology for which task
e Finality or utility: to do what
« Difficulty and constraint
» Sequence 2: for example, lecture and analysis of images
» Context: place and actors

* Who are the main actors of the scenario? Identify them and their responsibilities and constraints.

Constraints Responsibilities

Actor 1=.....cccoovviiiiiiiiiinns

ACtOr 2=,

ACtOr 3=,

» Describe the application system more precisely: we do not know much about it.
» Describe all the sequences of the process, as a storyboard.
e Describe the parameters of the system.
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* Links between information and behaviours:
* What is captured and analysed? Eyes gazes, gestures, head poses...?
e For which objectives?

e How do you ensure the relations between the behaviours and the connected
intentions / emotions?

» Technically, it seems to require strict constraints, regarding the head and eyes positions. How can
you manage those constraints? Is the application feasible in everyday life?
« Do you intend to use facial recognition of emotions in this application?

« Who is the end-user of the application? A common web user? Is it an application dedicated to
experimental tests?
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