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Sonder la physique de la pulvérisation magnétron pour le dépot de

couches minces par Virtual Coater : application au TiO:

Résumé

L’objet de cette thése de doctorat a porté sur le développement d’'une nouvelle
génération d’outils de prédiction dédiés au dépobt de couches minces par des procédeés
sous vide. Méme si ces processus forment I'un des principaux piliers de notre société
technologique, leur compréhension et leur maitrise ne sont pas encore totales. Il reste
toujours des zones grises que les connaissances scientifiques actuelles ne peuvent
décrire ou expliquer. Cependant, 'avenement de l'informatique a ouvert la porte d’'un
nouveau type d’approche, permettant aux scientifiques de simuler des procédés
complexes afin d’élucider leur compréhension. Avec I'évolution des moyens de calcul
haute performance, la complexité des modeles numériques ne cesse de croitre. Les
anciens modéles 1D ou 2D peuvent désormais céder la place a des modéles 3D
réalistes implémentant une physique trés détaillée et offrant aux scientifiques de
nouvelles fagons d’observer et de voir les processus régissant I'Univers. Au lieu
d’essayer d’expliquer I'Univers tout entier, cette thése de doctorat se concentre sur la
technique dite de pulvérisation magnétron réactive qui est une méthode largement
utilisée pour le dép6t de couches mince de composés tant en laboratoire qu’en
industrie. Par conséquent, sa compréhension est d’'une grande importance pour
maitriser la qualité et les propriétés des produits. Les processus physiques impliqués
étant de nature complexe et non linéaire, ils nécessitent 'utilisation d’un large éventail
de techniques et de modeles de simulation. Ce travail de doctorat a établi une chaine
de simulation multi-échelle 3D du procédé de dépdt par plasma (Virtual Coater™).
Celle-ci est basée sur la combinaison d’algorithmes de type « Particle-in-cell Monte
Carlo » pour la simulation de la phase plasma et de « kinetic Monte Carlo » pour la
croissance de film.



La premiére étape de ce travail explique les liens et interfaces entre les différents
algorithmes utilisés pour obtenir une vision globale du procédé de dépbt. Dans un
deuxieme temps, I'attention est portée sur le role des particules neutres pendant le
dépbt. La caractérisation expérimentale des propriétés plasma et des couches minces
est effectuée et comparée avec les simulations réalisées. Pour une géométrie donnée,
I'hystérésis de la phase plasma, la composition du film et sa morphologie sont prédits
et expliqués.

Dans un troisieme temps, les défis surgissant lors de la modélisation de particules
chargées sont mis en évidences et expliqués. Lors d’'un dépét plasma se produisant
a une densité de puissance réaliste, les flux de particules s’écoulant vers le substrat
sont démontrés prédictibles sur base de simulations 3D fonctionnant a des densités
de puissance inférieures. Il a été également démontré que ces simulations prédisent
I'existence des instabilités propagatrices du plasma appelées, spokes. Finalement, a
la lumiere des contraintes du modéle, le domaine de validité de cette stratégie de
prédiction des flux est établi et clairement défini.

La derniére étape de ce manuscrit applique avec succes la chaine de simulation
multi-échelle 3D établie pour la croissance de films minces de TiOz par pulvérisation
magnétron réactive. Le modéle prédit efficacement les densités et les flux de
particules chargées et neutres vers le substrat et permet d’expliquer les changements
de propriétés des films déposés tout au long de la transition plasma du mode de dép6t
métallique au mode de dépbt stoechiométrique (TiOz). De plus, les ions négatifs trés
énergétiques d’oxygéne monoatomique provenant des cibles sont identifiés comme
étant a l'origine de linclinaison anormalement faible de la structure en colonnes
expérimentalement observée sur les revétements obtenus en mode oxydé. En outre,
le changement, lors de la transition plasma, de la structure cristallographique des
couches minces depuis une phase amorphe vers une phase anatase, est observé par
une analyse par diffraction des rayons X des couches produites. Cette modification
est attribuée a 'augmentation du flux d’énergie normalisé (NEF) a 'emplacement du
substrat.

pY

Au final, le développement de Virtual Coater a travers ce travail a permis
d’améliorer la connaissance de l'interaction entre les propriétés du plasma et la qualité
des couches minces obtenues. Cette nouvelle procédure de simulation ouvre la voie
a de nouvelles méthodes d’étude de I'état plasma en tant que procédé de déepbt.
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Abstract

The purpose of this Ph.D. thesis is the development of a new generation of
predictive tools dedicated to thin film deposition by vacuum-based techniques. Even
though these processes are one of the main pillars of our technological society, the
understanding of these techniques has not yet come to an end. There are still grey
areas that today’s scientific knowledge cannot describe or explain. However, the
advent of computer science opens up the door to a brand-new kind of approaches,
allowing scientists to simulate complex processes in order to unravel their
understanding. With the evolution of High-Performance Computing resources, the
complexity of the numerical models is continuously growing. The former basic 1D or
2D models can now give way to realistic 3D models including a very detailed physics
and providing scientist new ways to observe and see the processes governing the
universe. Rather to aim to explain the whole universe, this PhD thesis focuses on the
reactive magnetron sputtering technique which is a widely used method for the
deposition of various compound layers both in laboratories and in industries.
Therefore, its understanding is of great importance to master the quality and the
properties of the products. The involved physical processes have complex and non-
linear nature requiring the use of a wide range of simulation techniques and models.
This PhD work established a 3D multi-scale simulation chain of plasma deposition
process (a.k.a. Virtual Coater™), based on a combination of Particle-In-Cell Monte

Carlo (plasma phase) algorithms and a kinetic Monte Carlo (film growth) code.

The first step of this work demonstrates the connections between the several codes

in order to provide a global picture of the deposition process. In a second time,



attention is focused on the role of neutral particles during the deposition process.
Experimental characterization of both the plasma phase and the film properties are
performed and compared together with simulation results. The experimental results
are in agreement with the simulated ones. For a given coater, the plasma phase
hysteresis behaviour, film composition and film morphology are predicted and
explained.

In a third time, the challenges arisen when modelling charged particles are
highlighted and addressed in a dedicated section. The various fluxes of particles
flowing towards the substrate during a plasma deposition process occurring at realistic
power density are proved to be scalable from 3D PICMC simulations operating at
lower power density. The simulations also feature propagating plasma instabilities, so-
called spokes. The validity domain of the scaling strategy is discussed in the light of

the model constraints.

The last step successfully applies the established 3D multi-scale simulation chain
to the growth of TiOz2 thin films by means of reactive magnetron sputtering. The model
efficiently predicts the densities and fluxes of both charged and neutral particles
towards the substrate. It also enables to explain the changes of properties of the
deposited films throughout the transition from metallic deposition to stoichiometric
TiO2. Moreover, the high energy negative atomic oxygen ions originating from the
targets are identified as origin of the abnormally low inclination of the columnar
structure experimentally observed for the oxide mode coatings. Also, the change of
the crystallographic arrangement of the coatings during the plasma transition from
amorphous to anatase is observed by x-ray diffraction. This modification is explained

by an increase of the normalized energy flux (NEF) at the substrate location.

Altogether, the development of Virtual Coater through this work enable the
improvement of our knowledge of the interaction between plasma properties and thin
films quality. This proposed new simulation procedure paved the way to new methods

of studying the plasma state as a deposition process.
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1 Introduction

Materials science is a broad interdisciplinary field, which gathers the study of the
structure and properties of material, the creation of new types of materials, and the
tuning of materials properties to suit the needs of specific applications. One of the
foundations of material science is to tailor the performance of a material to fit with the
desired properties and relative performance for a given application. The physical
properties of materials usually play an important role in the selection of materials for a
particular application. This involves many factors such as material composition and
structure, fracture and stress analysis, conductivity, optical, and thermal properties, to
name a few. It also involves design, modelling, simulation, processing, and production
methods. Nowadays, one of the current pillars towards the creation of new materials
are thin films. Thin film technology has become a sophisticated and advanced
technology used in various fields. Surface engineering using thin film technology
generates a new class of materials at the nanoscale, which exhibit functional alteration
of the material bulk properties. By definition, thin films are material layers with
thickness ranging from a few nanometres (10° m) to a few micrometres (10® m). They
are already used in a wide range of applications in today’s world. Indeed, coated
materials enable to combine the benefits of two or more materials involved, i.e., the
substrate and one or more coating layers. These composite materials have
characteristics which are not available in bulk materials. In this way, the surface
properties of bulk materials are usefully altered by the deposited coatings according
to the requirements such as wear, corrosion and fatigue resistance, biocompatibility,
self-cleaning and anti-bacterial properties, solar cell applications, decorative coatings,
... The properties of the deposited coatings depend on the substrate, the deposition
process and the material(s) used. To get the best success in designing coatings for
special applications, it is then necessary to know which parameters predominantly
influence their properties. It is thus of great interest to study the relationships between

processing, structure and material properties.

Film deposition can be carried out by several deposition techniques. They are usually

sorted out in two major families of processes, namely chemical deposition and physical
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deposition. However, for the present work, it is more convenient to use two different

major families i.e., wet and dry deposition techniques (see Figure 1).
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Figure 1 Classification of the main thin film deposition techniques

The wet family groups all the technigues where the surface to be coated is in contact
with a fluid precursor undergoing chemical reactions at the substrate’s surface and
generating a solid layer. These techniques comprise plating, chemical solution
deposition, spin coating, dip coating, sol-gel... to name a few. As opposed to wet
deposition, the dry deposition family groups techniques in which the coating material
is used in a vapor phase. These techniques enable a better control on the coating
composition, as it can operate under vacuum, which limits the amount of impurity. Dry
deposition techniques can be sub-categorized in two main groups. On the one hand,
the chemical vapor deposition (CVD) techniques group processes in which the
precursor gases containing the source material are introduced in a reactor and come
into contact with the substrate. Near or at the surface, many heterogeneous chemical
reactions take place (decomposition, reduction, desorption, polymerization, etc.)

induced by heat, plasma or ultraviolet light, and their products progressively form a
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stable solid film [1-3] . On the other hand, the physical vapor deposition (PVD)
processes can be defined as “atomistic deposition processes in which the material is
vaporized from a solid or liquid source in the form of atoms or molecules, transported
in the form of a vapor through a vacuum or low-pressure gaseous environment to the
substrate where it condenses” [4]. Depending on the vaporization procedure, PVD’s
are also subcategorized by heating (evaporation) or ion bombardment (sputtering) of
a liquid or solid source material. Both the vapor transport from the source material to
the substrate and the deposition process (vapor condensation) take place by physical
means, no or few chemical reactions are involved. Basic conceptual drawings are

pictured in Figure 2:
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Figure 2 A vacuum evaporation, B plasma sputter deposition, C magnetron sputtering, D ion beam sputtering, E
ion plating with evaporation source in plasma environment, F ion plating with sputter source, G ion plating with
arc vaporization source, H lon Beam Assisted Deposition (IBAD) with evaporation source [4]

In the particular case of reactive PVD, widely used to deposit compounds, there is a
combination of both chemical and physical deposition. The precursors originate from
a metallic target and decompose a reactive gas (using thermal decomposition,
pyrolysis, plasma, etc.). PVD processes (and CVD in some cases) are carried out at
low pressure (below atmospheric pressure) and even in vacuum, offering an efficient
use of high-performance source materials and a reduction of contaminants and power

consumption. Magnetically assisted PVD techniques arise from the need to reduce the
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working pressure in order to produce coatings with as low as possible contaminants.
Due to physical limitations to ignite and sustain the plasma, a minimal pressure is
required (several tens of mTorr). These limitations can be overcome by using an
additional magnetic field near the target, enabling the sputtering system to work at a

lower pressure.

Generally speaking, PVD’s are extremely versatile processes, enabling deposition of
any metal, alloy or compound or their mixtures as well as some organic materials. In
this regard, the PVD processes are superior to any other deposition process.
Additional benefits against CVD and wet processes arise from the possibility to vary
the substrate orientation and substrate temperature within very wide limits, from sub-
zero to high temperatures. Thus, knowing the interrelations between processing,
structure and properties of materials is of paramount importance. Predominant

deposition parameters, which affect the properties of PVD coatings are:

» Background pressure.

» Background gas composition.

» Mass, energy, direction and relative flux of each species bombarding the
growing film.

» Deposition rate and composition of the coating

» Substrate material (composition, surface roughness, cleanliness,
crystallographic. structure...).

» Substrate temperature.

» Substrate orientation and/or substrate relative motion to target(s).

» Substrate electric potential (grounded, floating, positively/negatively charged).

Amongst PVD processes, magnetron sputtering (MS) is one of the most common
technique used to deposit high quality and uniform thin films. The sputtering process
involves the bombardment of high energy plasma ions on the surface of sputtering
metal, which cause to dislodge a physical target atom to vaporize and then condense
into a thin film of the target material [5]. The sputtering process is schematized in
Figure 3.



Tonneau Romain Introduction

.Reﬂected (neutralized) atom Sputtered atom
E {#) Incident ion ® Secondary electron
7] o
g @

Target

Implanted
atom/ion

Figure 3 Schematic drawing of the sputtering process, adapted from [6]. The three numbered processes which
may happens, depending on the ion’s energy, 1: ion reflection and neutralization, 2: implantation, 3: sputtering.
Secondary electron emission may occur during in any of these 3 processes.

Incident gas ions (such as Ar*) impinging the target produce sputtered species and
can be reflected from the surface as neutrals through elastic collision effects. In
addition, secondary electron emission, photon emission and the heating of the target
surface may result from inelastic processes. Since the incident ions lead to collision
cascades in the target, the energy transferred to the target atoms can be high enough
to overcome the potential binding (Uo) of the surface, and if the momentum is directed
outward from the surface, they will escape into the gas phase. The sputtering process
is only possible when the energy of the arriving particles is much higher than the
surface binding potential. More information about the sputtering process can be found
in Chapter 5 of this thesis.

Nowadays, magnetron sputter deposition has become the established technique of
choice for the deposition of a large variety of industrially important thin films. Coatings
based on metals, oxides, nitrides, carbides or composites with unique mechanical,
electrical, optical and other properties can be prepared by magnetron sputtering. This
deposition technique has many other advantages [7] such as:
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High deposition rate

High purity films

Extremely high adhesion of films

Excellent coverage of steps and small surface features
Ability to coat heat-sensitive substrates

Ease of automation

Possibility of good process control and long-term stability.

Excellent uniformity on large-area substrates

YV V.V V V V V V VY

Relatively cheap deposition process.

For all these reasons, MS processes have been widely investigated over the years.
However, several experimental techniques can only be carried out at limited locations
in the discharge, and certain characteristics are difficult to measure, or cannot be
measured at all. Usual investigation techniques, such as Langmuir probe
measurements, disturb the discharge. Although MS can be easily applied at an
industrial scale, adapting experimental procedures developed in a research-size
coater to production usually requires several more months of work, through tedious
trial and error, to reproduce the same coating properties. It is because the relationships
between the experimental parameters and the internal parameters of the process are
not straightforward. It is generally difficult to predict the film properties or the thickness
profile from experimental parameters, and many repetitions of the experiments are

necessary to optimize such conditions.
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2 Aims of the thesis

The subject of this PhD thesis is to design and validate Virtual Coater™?, The concept
of Virtual Coater is to provide an efficient and versatile suite of tools able to predict the
properties of thin films depending on the deposition techniques and the deposition
conditions. Therefore, the Virtual Coater would not only enable to simulate the entire
deposition process, but it would also help to deeper understand the interplay between
the deposition parameters and the film properties. The schematic illustration of the

concept is displayed in Figure 4.

Plasma phase modelling

Deposition parameters
(pressure, applied power,
gas composition, bias...)

\ Properties of
" particles
condensing at
substrate
location(s)

Coater™

- ———_ . .
ERRVARN P Film growth
Eu + -

- B s moem—— modelling
Film properties

(Stoichiometry, roughness, density,
morphology, reflectance, crystallinity...)

E

Reflocd ceygon

Figure 4 Schematic representation of the Virtual Coater concept

Today’s scientific literature contains many examples of simulation tools dedicated to
the various steps of a deposition process but none of them is able to close the loop of

1 Trademark of the University of Namur
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the 3D process. The main reasons are the time and space scales involved, see Figure
5.
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Figure 5 Typical space and time scales of processes involved in a Virtual Coater

On the one hand, the gas phase and particles transport of PVD’s processes can be
accurately simulated using either the binary collision Monte Carlo, direct simulation
Monte-Carlo (DSMC), fluid dynamic or particle-in-cell Monte Carlo (PICMC)
algorithms. The timescale of the involved physical phenomena is the order of
magnitude of 1 s, while the space scale is the order of 102 m for a lab-scale coater.
Some difficulties already arise at this step because when charged particles are
involved, the time resolution needed to correctly compute their trajectories is in the
order of a pico-second (1012 s). On the second hand, once the production and the
transport of coating material through the gas phase is computed, the film growth can
be handled. Several modelling strategies already exist to simulate this last step. The
main ones are the molecular dynamic (MD) and the kinetic Monte Carlo (kMC)
approaches. Either way, the algorithm has to deal with atom deposition. The space
scale is therefore the atomic size i.e., 10° m and the involved time scale varies
depending on the algorithm: for MD and KMC the time resolutions are respectively in
the range of 10%®s and 10®s. Hence, there is no single simulation technique able to
simulate the full coating process from coating material generation to film properties.
Consequently, several simulation techniques have to be combined into a multiple
scale model, whereby each method within the simulation chain is dedicated to a

specific problem.
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This PhD thesis aims to demonstrate how one can combine multiscale approaches by
using DSMC/PICMC techniques and the KMC algorithm in a Virtual Coater (VC). The
VC is applied to the growth of TiO2 by a reactive dual-magnetron sputtering process.
In order to validate the VC, experimental characterization of both the plasma phase
and the deposited coating is performed and compared to the predictions of the VC.
The reason of the selected case study, i.e., TiOz, is threefold. First, TiO2 coatings are
still scientifically and industrially very interesting due to the many applications of the
material and the relatively high abundance of titanium on Earth. Second, the growth
of titanium dioxide is already very well documented, providing a well-established
scientific background to rely on. Third, even though it is well documented, the growth
of TiO2 by magnetron sputtering techniques still offers challenges. For example, it is
now admitted for 20 years that during the growth of TiO2 by reactive magnetron
sputtering, a flux of negative ions, O, is generated at the target surface and then
bombards the growing film at sufficiently high energy to induce damages. This flux of
negative oxygen ions, was experimentally evidenced for the growth of oxide by RMS
but there is a lack of modelling work regarding the impact of this flux on both the

plasma phase and the coating properties.
The present dissertation is divided in five sections:

(1) Current state of the art
Brief introduction and explanation of the main theoretical scientific knowledge
involved in this study i.e., TiO2 as a material, plasma physics, magnetron
sputtering, growth of thin film and the existing approaches to model these

phenomena.

(2) Designing the Virtual Coater
The aim of this section is to introduce the Virtual Coater concept with more
details i.e., which algorithms are involved in its design and how they are nested

together in order to produce a coherent simulation workflow.

(3) The role of neutral particles
First iteration over the Virtual Coater loop by considering only neutral particles.

This section is the demonstration of the feasibility of the Virtual Coater concept.
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The hysteresis behaviour and gas phase composition evolution are compared
as experimentally measured and predicted by the Virtual Coater. Also, TiOxs2
coatings are experimentally produced and characterized. The morphology and
the stoichiometry of the films are reproduced and explained by the multiscale

simulation chain.

(4) The challenges of charged particles modelling
In order to simulate a plasma process, it is paramount to include charged
particles in the Virtual Coater loop. This section explains the challenges and the
compromises one has to make by adding charged patrticles into the plasma
phase modelling part of the simulation chain. Solutions about the possibility to
overcome some of the constraints imposed by charged particles simulation are

proposed and discussed.

(5) The role of charged particles
Second and last iteration over the Virtual Coater loop. The same conditions as
the first iteration are used and charged particles are added to the process. Their
role during the film growth is therefore highlighted with both experimental

characterization of the plasma phase and the deposited coatings.
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3 Current state of the art

3.1. Plasmas

Plasma is the fourth state of matter. It consists of a mixture of ions, electrons and
neutrals species, which is characterized by a common charged particle density of
electrons (n,) and ions (n;), n. = n; particles per m3. They are obtained by adding
sufficient energy into a gas, enabling it to become partly or fully ionized. Several
processes can be used to supply energy and the most common ones are the use of
electrical fields, chemical reactions or heat. The supplied energy is converted into
kinetic energy or as internal energy excitation of the plasma species. The plasma state
is considered as the fourth state of matter and is the most common state of matter in
the Universe. Stars and stellar winds are the most famous examples. Plasmas are
also abundant on Earth e.g., lightning, neon signs, aurora borealis and flames. Dr.
Irving Langmuir was the first to use the term plasma to define this state of matter [8]
in 1928. Since then, plasma science has seen a rapid development and became the
core of numerous technologies in industry, which led to applications in a wide field of
applications such as automotive, decontamination, microelectronics, medicine, glass
industry, jewellery and gas conversion to cite a few. The major property of plasmas is
their non-equilibrium nature with various temperatures for the species composing it.
As the temperature is the manifestation of thermal energy, which, in the case of gas,
can be assumed proportional to the kinetic energy of particles, different temperatures
mean a different kinetic energy for different species. It opens up a multitude of reaction

pathways, which are inaccessible to conventional methods in chemistry.

Usually, plasmas are subcategorized in two groups, low and high temperature
plasmas, where the notion of temperature is related to the electrons. High temperature
plasmas are used for nuclear fusion of hydrogen isotopes to generate energy with
temperatures reaching millions of Kelvin (>100 eV). The natural appearance of theses
plasmas are the stars. In this dissertation, only low temperature plasmas are
considered i.e., with electron temperatures in the range of a few electron volts. Even
if such temperature is classified as low temperature, it is sufficient to trigger the
dissociation of molecules, or the excitation and ionization of species by electron
impact. The heavy species temperature is often close to room temperature (26 meV).
A low temperature plasma is often generated by applying an electric field to a gas

11
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between two or more electrodes. A gas always has some free electrons (due, for
example, to cosmic radiation), which will be accelerated when applying a voltage.
When a certain threshold voltage (called the breakdown voltage) is reached, the
plasma ignites. The breakdown voltage depends on the gas pressure and the distance
between the two electrodes, which is a rule known as Paschen’s law. The ignition
occurs in the following stages: the accelerated electrons in the gap between the
electrodes cause a sharp increase in the current flow. They collide with the gas
atoms/molecules and cause them to excite, dissociate, ionize... The main and typical

processes that occur in a plasma, starting from the ignition, are shown in Table 1.

Table 1Typical processes occurring in low temperature plasmas.

Reactions with electrons as reactant

Momentum transfer eT+A - e +A
Excitation eT+A - A +e”
Dissociation e +A, - 2A+e”
Attachment eT+4 - A
Dissociative attachment eT+4, - A +A
lonization e"+A o At +2e”
Dissociative ionization e +A4, - AT+ A+ 2e”
Dissociative recombination e +A; - A+A
Detachment e"+A4;, - A, +2e”

Reactions between atoms or molecules

Momentum transfer A+B - A+B
Penning dissociation A,+B* - 2A+8B
Penning ionization A+B* - A*+B+e”
Charge transfer A+B- —-> A +8B

Besides the species shown in this table, photons are also present in the plasma. The
photons are generated by the de-excitation of excited molecules or atoms. For
electronically excited species, an electron is excited and can thus be found in a high
energy orbital, further away from the nucleus, leaving a hole in the lower orbital. Since
this state is metastable, the molecule or atom can spontaneously return to the ground

state, releasing the excess energy as a photon. Since many excited species exist in

12
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the plasma, many photons can be formed, therefore giving plasmas a visible glow,
depending on the energy level of the excited species. The number of ions produced in
a plasma is defined by the degree of ionization, which indicates the ratio of the density
of charged particles to the density of neutral species. For most thin film deposition
applications, the ionization degree is rather low, and lies typically below 1%. Not only
ions and photons have their typical role in the plasma, other species also contribute in
their own way. Electrons pass their initial energy on to the gas, creating reactive
species through collisions. Gas heating takes place via vibrational excitation and
subsequent vibrational-translational relaxation. The enhanced gas temperature may
also contribute to accelerating chemical reactions. Synthesis of components often
proceeds via ions and radicals, and they can react at temperatures lower than required
for thermal processes. Hence, a plasma is a very reactive, complex mixture, which
makes controlled and selective conversion very challenging and dependent on many
different parameters. Depending on the intended outcome and application, different
types of plasma can be applied, which differ according to the type of applied electric
field, discharge type and the design of the reactor and will thus lead to different

temperature profiles and different distributions of species.

13
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3.2. Magnetron sputtering

The type of the most suitable plasma depends on the particular application and the
required pressure range. Most commonly, the plasma is generated by applying an
electrical field via 2 electrodes. Depending on the frequency of the electric fields, the
plasma is correspondingly different due to the different inertia of electrons and ions. In
addition, the charged particles can be manipulated/confined by using magnetic fields
since they mainly follow the magnetic field lines. One may distinguish four different
plasma types depending on the frequency of the applied electric fields used for plasma

generation:

» DC plasmas: The plasma is ignited between two electrodes and a direct current
flows through the system. The plasma density can be enhanced by combining
a magnetic field as for example in magnetron plasmas.

» AC plasmas (kHz): Those plasmas often have the same geometrical
configuration as DC plasmas. However, in this case, the frequency of the
electric field is low enough to enable electrons and ions to follow the
oscillations. These plasmas are frequently used for high power and large-scale
applications.

» RF plasmas (MHz): In an RF plasma, the frequency of the electric field is in the
range of radio waves. Only electrons can follow the oscillations of the electric
field; the ions remain almost at rest. The advantage of these plasmas is that the
current is dominated by displacement current rather than by conduction current.
Therefore, non-conducting layers on the electrodes are possible, which is
essential for plasma treatment of insulators.

» Wave heated plasmas (GHz): In this case, the frequency of the electric field is
so high that electrons can just follow the oscillations. At such frequency, the
electromagnetic wave cannot penetrate completely into the plasma. However,
by applying an additional magnetic field, resonant heating of the electrons

becomes possible.

As the starting point of the use of Virtual Coater, this study is focused on the use of
low temperature plasma as sputter deposition technology. Dual magnetron plasmas

operating in DC mode are used.

14
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Magnetron sputtering was invented and continuously improved in order to overcome
low ionization efficiencies in the plasma, low deposition rates and high substrate
heating effects in the sputtering process. Magnetron sputtering is based on the plasma
confinement in front of the target in contact with the cathode, while the substrate works
as an anode. The confinement is obtained by combining the electrical and magnetic
fields in a high vacuum process. The magnetic fields, which are used in common
sputtering systems, only affect the motion of electrons, whereas the ions are too
massive and thus remain nearly unaffected [9]. The primary interaction between a
moving charged particle and a magnetic field is to produce a force on the particle. The
direction of the force is perpendicular to both the magnetic field and the moving
direction. The purpose of using a magnetic field in a sputtering system is to use the
electrons in a more efficient way, and cause them to produce more ionization. In a
conventional glow discharge, electrons are soon lost by recombination at the walls

[10]. The schematic view of standard magnetron process is illustrated in Figure 6.
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Figure 6 Schematic drawing of a magnetron sputtering configuration. The typical evolution of the electric
potential (red line) is drawn on the left-hand side. The target is supposed at -300 V and the substrate grounded.
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Due to the high energy transferring from impinging ions (such as Ar+), the neutral
atoms from the target are sputtered and escape into the gas phase to condense
afterward to a thin film on the substrate. At the same time, emitted secondary electrons
are trapped near the target surface due to the magnetic field generated by the magnets
located behind the target. Therefore, the bombardment of the substrate with electrons,
which induces the main cause of defects of deposited film, is strongly reduced.
Moreover, ion density near the target surface is also enhanced as ionization occurs by
electron impact collisions. Consequently, the target bombardment and film deposition
efficiencies are improved. The potential distribution in the discharge determines the

energies of the charged species involved in the deposition process. In DC magnetron

sputtering (dcMS), only a small fraction of the sputtered atoms is ionized (~ 1%). When

the sputtered flux consists of more ions than neutrals, I+ > [, the process is
referred to as ionized physical vapor deposition (IPVD). For some applications, it is
desirable to have a high ionization fraction of the sputtered flux, in particular for
depositions of metal layers and diffusion barriers into trenches in integrated circuits
(ICs) manufacturing. The sputtered flux is ionized and a substrate bias voltage can

control the ion bombardment energy.

A conventional dcMS discharge operates at a pressure of 1-10 mTorr with a magnetic
field strength of 10-50 mT and cathode potentials 300-700 V. At the target, the
dissipated power by the large ion currents involved causes an increased heating of

the target itself. Therefore, they are usually directly water-cooled.

Two single magnetrons can be combined into a dual configuration. Different reasons
can be found for using this configuration. The most important application of a dual-
magnetron configuration is related to materials research of complex materials. Indeed,
to modify the stoichiometry in a flexible way, a dual-magnetron configuration is often
chosen. By changing the target—substrate distance and/or the target power for both
cathodes independently, a large range of compositions can be investigated [11-14].
This flexibility comes at a cost, especially in reactive magnetron sputtering. Indeed,
both cathodes will react independently upon the addition of the reactive gas, resulting
in possible target poisoning differences. An important issue in a dual-magnetron
configuration is the magnetic field design. Two designs are possible, i.e., closed field

and mirror field, see Figure 7.
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A. Closed Field Configuration B. Mirror Field Configuration

Substrate Substrate

Figure 7 Schematic view of the two possible configurations of a dual magnetron system. A: in closed field
configuration, the two involved magnetrons have opposite magnetic configuration. B: in mirror field configuration,
both magnetrons have the same magnetic configuration.

In the mirror-field configuration, the magnets of both magnetrons are mounted in the
same way. On the other hand, in the closed-field configuration, the magnets of both
magnetrons are mounted in the opposite way, so that the field lines close in across
the chamber. Electrons following these field lines can give rise to ionizing collisions
and maintain a high plasma density near the substrate. In the mirror field, the electrons
are directed towards the chamber walls, resulting in a lower plasma density. This was
demonstrated by Musil and Baroch [15,16]. Therefore, the choice of the magnetic field
design can have a strong influence on the thin film growth. The scientific literature
contains a certain amount of experimental work on the plasma characterization of
these configurations, but there is still a lack of a detailed description. As dual-
magnetron configurations are becoming more popular in materials research of
complex materials, there is a need to deeply investigate this configuration. Modelling
can assist in understanding this configuration. However, almost no modelling on dual-
magnetron configurations has been performed so far. Yusupov et al. [17,18] use a
Monte Carlo model to simulate the motion of electrons in a dual magnetron
configuration. In both magnetic configurations, they showed that electrons are created
and then absorbed again at the target after one or several circulations around the
magnetic field lines. For the closed field configuration, they showed that 12% of the
generated electrons could travel from one magnetron region to the other at least one
time. In the mirror field configuration, no crossing electron from one target to the other
occurred because of the magnetic field. Melzig et al. [19] also studied the dual
magnetron configuration with a 3D particle-in-cell Monte Carlo algorithm. However,
they were only interested in the phenomenon occurring near the targets. Indeed, their
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goal was to elucidate electron current constriction to the anode of the set-up and
provide solutions to avoid them. Therefore, the scientific literature does not contain
any modelling work involving both dual magnetron configuration and film growth.
Moreover, none of the cited previous modelling work ever include the deposition of
compound material by the introduction of reactive gas in the gas phase, e.g., Oz, C2H2

or Na2.

3.3. Reactive magnetron sputtering

The chemical composition of a sputtered film in an inert atmosphere is very close to
the one of the target from which it was sputtered. Sputter deposition of compounds,
like nitrides or oxides, can also be produced by various chemical reactions between
the sputtered metallic target atoms (e.g., Ti, Cr) and a reactive gas introduced into the
deposition chamber. The reactions to form the compound may occur either in the gas
phase or on the solid surfaces, e.g., the target and substrate as well as the chamber
walls. However, reaction probability between sputtered atoms and reactive gas atoms
in the gas phase is very small because the collision cross-sections are small at the
low gas pressures commonly used in magnetron sputtering. More over oxidation is an
exothermic process and thus requires a three-body collision to occur in gas phase. In
a low-pressure chamber, the probability of such reaction is very small and therefore
solid surfaces play a major role in reactive deposition processes. Usually, the
deposition rate decreases if the flow rate increases, and consequently the partial
pressure of the reactive gas is increased. This is caused by the formation of a
compound, which can fully cover the sputtering area at a certain reactive flow rate.
The effect of this target poisoning on the reactive sputtering process depends on the
specific combination between the metal and the reactive gas and the properties of the
cathode surface of the formed compound layer. Thus, the compound is sputtered
instead of the original target material. This will significantly change the discharge
conditions and hence also the deposition process. The main reasons for this behaviour
is the typically different sputtering as well as secondary electron emission yields of
compounds compared to their pure targets [20]. A pronounced poisoning effect occurs
for reactive sputtering in oxygen of materials such as Al, Cr, Ti, Ta, which form

tenacious oxides. It is generally less for other reactive gases such as N2and C2Hz[21].
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The addition of the reactive gas to the discharge influences the deposition process in
several ways while increasing the complexity of the overall process. The addition or
removal of a reactive gas from the discharge is generally achieved with a gas flow
controller. A typical experiment, as shown in Figure 8, is to stepwise increase the
reactive gas flow over a given interval, and wait between the steps until the process is
stable, at what time some process parameters (pressure...) are recorded. After
reaching a maximum flow, the reactive gas flow is decreased stepwise, and again one
gives the system sufficient time to stabilize after each step. At a given reactive gas

flow of 5.5 sccm (first critical point), there is an abrupt change in the total pressure.
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Figure 8 Stepwise experiment of increasing and decreasing oxygen inlet in a dual magnetron system operating
in DC mode with Ti targets. The black curve records the evolution of the Optical Emission Spectroscopy yield
related to metallic Ti within the gas phase. The dark grey curve is the evolution of the total pressure as measured
by a baratron gauge. The light grey curve is the oxygen inlet flow rate, corresponding values are written directly
on the graph. For each oxygen inlet step, the discharge is kept constant for 2 minutes.

One also notices that the reactive gas flow must be decreased to a much lower value
than the first critical point detected to reach the second critical point, i.e., when the
pressure abruptly decreases (3 sccm). Stated differently, there is a hysteresis in the
total pressure due to reactive gas injection. The low oxygen flow region is defined as
‘metal mode”, and is characterized by a low reactive gas partial pressure and a high
deposition rate. The high oxygen flow region is defined as the “compound mode”, or
“‘poisoned mode”, with a high partial pressure and a low deposition rate. The deposited

film is essentially a pure compound.
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3.4. Film growth structure

Now that the basics of the plasma environment and magnetron configuration for
reactive sputter deposition have been provided, the details of processes occurring
during film growth can be elaborated upon.

When a flux of vapor atoms impinges onto a substrate, the angular and energy
distributions of the flux plays a significant role in shaping the surface. The film growth
can be divided into several stages: condensation of the vapor on the growing surface
(adsorption), desorption (re-evaporation or reemission) from the surface, diffusion of
the atoms, form atoms of stable nuclei, followed by the coalescence of the reacted
material into islands, and then the formation of a continuous film. Those processes are

illustrated in Figure 9.
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Figure 9 Events occurring in a typical vapor-phase thin film growth process, reproduced from [22].

The condensed atoms interact with the substrate surface either by van der Waals
forces (physisorption, = 0.25 eV), or by chemical bonding (chemisorption, = 1~10 eV)
either through ionic or covalent bonding [22]. Due to their own initial energy or by
substrate-supplied energy or the energy they receive from the impinging particles, they
might immediately desorb or diffuse over the surface. Obviously, the desorption barrier
in the physisorption state is much lower than that of the chemisorption state. To
describe the desorption process, a sticking coefficient, s, is defined. It is the probability
for a particle to remain adsorbed and is the ratio between the particles that stick to the
surface to the number of total impinging atoms upon that surface (s € [0,1]). For very

low temperature deposition, the sticking coefficient is usually very close to 1, indicating
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no desorption. Through the thermal effects or the knock-on event of an energetic
impinging particle, s will decrease. For the adatoms moving over the surface, atoms
move between energy minima on the substrate surface and diffuse to a position with
the lowest potential. The diffusion process might lead to adsorption, particularly at
special sites like edges or other defects, or the diffusing particle may re-evaporate if
the characteristic activation barrier is overcome. Both, diffusion and desorption, are
local processes since both are thermally activated and determined by bonds to the
nearest neighbours. In addition, due to the nature of some deposition process, the
impinging atoms approach to substrate surface from different directions, e.g., because
of scattering with background gases or oblique incidence. If the surface already has
some degree of roughness, due to the geometrical shadowing, some of the incident
atoms will be captured at high positions and may not reach the lower valleys of the
surface. Then lower positions will be shadowed from the impinging flux by sites far
from it, making the shadowing mechanism non-local. This process will result in an

enhancement of the growth roughness.

The morphology of films and the primary factors that affect film morphology are
illustrated in the structure zone model for sputter deposited films. It is also known as

the Thornton model (Figure 10).

Transition structure consisting of
densely packed fibrous grains Columnar grains

Porous structure consisting of

tapered crystallites separated .
Recrystallized

by voids grain structure
1.0
40
Inert gas pressure 20 03 Substrate temperature
(mbar) 01 TIT

Figure 10 Structure zone model or Thornton model for sputter deposition of material [23]
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Film morphology can be categorized in one of four growth regimes or modes. These
growth modes are most heavily dependent on the working gas pressure and the ratio
of substrate temperature to the melting temperature of the sputtered material. The four
growth modes are named: Zone 1, Zone T, Zone 2, and Zone 3. These zones are
each associated with conditions where the physics of coating growth is dominated by
a particular mechanism [24]. The mechanisms for the respective zones are: (1) atomic

shadowing during deposition, (2) surface diffusion and (3) bulk diffusion

Zone 1 structures (Ts/Tm <0.3 for metals and Ts/Tm <0.26 for oxides) are voided
columns with domed tops due to self-shadowing effects and very limited adatom
mobility at low temperature. The columns generally consist of amorphous-like
structures. Zone 2 structures (0.3<Ts/Tm <0.45 for metals and 0.26<Ts/Tm <0.45 for
oxides) exhibit a dense columnar structure separated by grain boundaries. Surface
and grain-boundary diffusion apparently becomes more important in the evolution of
this structure, because the columnar grain size increases with Ts/Tm in accordance
with the activation energies for these mass-transport mechanisms. In zone 3,
(Ts/Tm>0.45 for metals and oxides) high recrystallization occurs, which is
characterized by high, well-defined crystals of sputtered material. The thin film can
switch from a columnar structure to a highly crystalline one, where the width of the
crystals is higher than film thickness. Zone T is a transition zone between zones 1 and
2 characterized by a densified crystalline structure with small grains achieved by

bombardment of the surface by high-energy neutral particles at low total pressure.

Generally, the boundaries between these three zones are diffuse and the transition
from one zone to another occurs gradually over a relatively wide range in Ts/Twm. This
simple model enables to predict the microstructure of the deposited films in
dependence on two deposition parameters. An extended structure zone diagram,
suggested by Anders, includes energetic deposition, characterized by a larger flux of
ions [25], see Figure 11.
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Figure 11 Extended structure zone diagram, reproduced from [25], applicable to thin film deposition in the
presence of energetic particles fluxes.

The diagram shows the dependence of the film microstructure with (1) T, the
generalized temperature, which is the temperature of the substrate plus a temperature
shift caused by the potential energy of particles arriving on the surface; (2) E’, the
normalized kinetic energy of bombarding particles, replacing the linear pressure axis;
the axis describes the displacement and heating effects caused by kinetic energy of
bombarding particles; (3) t', the net film thickness, enabling the qualitative illustration
of the film structure while indicating thickness reduction by densification and
sputtering. It also allows to include a “negative thickness” zone related to ion etching.
In addition to the 4 zones the Thornton’s diagram predicts other structures of growing
films such as the fine-grained nanocrystalline structure or a possible zone of low-

energy epitaxial growth.
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3.5. Plasma modelling

In this section, methods for plasma deposition process modelling will be presented in
order (1) to locate the present study amongst the scientific literature and (2) introduce
and justify the modelling methods selected to build the Virtual Coater. At first, the
discussion will be oriented towards the plasma/gas phase modelling possibilities.

Secondly, the main methods for film growth modelling will be presented.

3.5.1. Gas phase modelling

Today’s scientific literature contains several approaches for processing plasmas. Each

of these approaches has its strengths, limitations and dedicated field of application.

Analytical models: analytical formulas describing the dependency of certain plasmas
guantities from macroscopic parameters (voltage, current, pressure...). This method
[26—30] can predict plasma properties very quickly. However, the results are only valid
for a limited range of conditions and usually do not account for the involved geometry.

Fluid models: such models are based on the continuity equations of particle density,
momentum and energy. These equations are coupled to Poisson’s equation to
calculate a self-consistent electric field distribution. Such a method is simple, fast and
allows the use of complex 3D geometry, but has the major drawback to assumes that
the plasma species are more or less in equilibrium with the electric field. Even though
such assumption can be valid for high pressure process. At sufficiently low pressure,
when the gas flow switches from laminar to molecular regime, fluid models are not
valid anymore to describe the physics of the gas kinetics. It is the reason why
modelling magnetron discharges with a fluid model is not so common, since they
cannot simply be considered as a fluid. Furthermore, the complexity of the magnetic

field makes a fluid model for magnetron discharges very inefficient [31].

Boltzmann transport equation: by solving this equation, the non-equilibrium
behaviour of the plasma species is fully accounted for. Simulation models based on
the solution of the Boltzmann kinetic equation are capable to calculate the electron
energy distribution function and therefore give a self-consistent electric field
distribution. However, the models become computationally too expensive, especially
for calculations lasting for a longer time than a few collisions. Moreover, the coupling

of Boltzmann equation to the Poisson’s equation is a difficult numerical problem.
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major advantage to be mathematically easy to implement and, as fluid modelling, can
account for complex 3D geometries. They can also account for the non-equilibrium
nature of the plasma. The Newton laws are used to compute the trajectories of the
various species. The name, Monte Carlo, comes from the way the gas phase collisions
are handled, by using a random number generator. In order to be statistically valid, a
large number of individual particles need to be simulated. Therefore, DSMC
simulations can be very time-consuming, especially when it comes to very short time
steps to resolve fast moving particles mixed in with slow-moving particles. Unlike the
fluid modelling approach, DSMC simulations are not self-consistent as the electric field

distribution is required as input.

The DSMC method is the first of the two simulation techniques selected to deal with
the plasma phase in the Virtual Coater. The low-pressure involved in the PVD
processes does not enable the use of fluid modelling approach. DSMC’s enabled the
simulation of vacuum-based processes and also includes complex 3D geometry,

which is essential for reactive deposition processes.

previous DSMC simulation. It couples the Poisson equation with DSMC simulation in
order to include a self-consistent electric field distribution. For this purpose, the
positions of the species are projected onto a grid, to obtain a charge density
distribution, from which the electric field distribution can be calculated with the Poisson
equation. This method is particularly well suited for low pressure processes where, in
the case of plasma processes, high energy species are not in equilibrium with the
electric field or when the plasma dynamics need to be detailed. The method is able to
produce a wealth of data, such as cathode voltage and current, species densities,
fluxes and energies, potential distribution, and information on the individual collisions
in the plasma. This method shares the same drawback as DSMC simulations, as they
can be very time consuming, limiting the simulation to short-term plasma chemistry
evolution. In order to reduce the computational time, a nhumber of so-called super-
particles replace the real particles, with a weight corresponding to the number of real
particles they represent. Nevertheless, calculation times can still rise to several weeks
for describing magnetron discharges, certainly when attempts are made to include

plasma chemistry description, such as for reactive sputter- deposition applications.
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However, permanently evolving computational devices (fast computers) and methods
(code parallelization) make these methods very attractive nowadays. Therefore, the
PICMC method is the second brick composing the plasma phase part of the Virtual
Coater. Indeed, PICMC appears as the legitimate partner of the DSMC method. It
enables self-consistent electric field distribution coupled with a complex 3D geometry,

which is crucial for the charged particles motion.

Hybrid models: by combining two or more of the presented modelling approaches,
one can efficiently benefit from the many advantages of several models, while
overcoming the limitations of the single model approach [36]. For instance, the MC
and fluid models can be combined together. The MC model for energetic plasma

species and the fluid model for slow species assumed to be in thermal equilibrium.

3.5.2. Film growth modelling

Film growth modelling is the dedicated simulation of the plasma-wall interactions at
substrate location i.e., the simulation of the processes taking place during thin film
deposition. Clearly, the choice of the method depends on the desired outcome.
According to the current scientific literature, there are three major simulation

techniques suitable for simulation.

Quantum-based simulations: including the ab-initio density functional theory (DFT)
and tight-binding methodologies. It is the most accurate type of simulation. The
calculations are based on quantum-mechanical ideas and theoretical considerations
instead of empirical fits like in classical molecular dynamic. The advantage of ab-initio
calculations is their accuracy, and the possibility to calculate electronic quantities, such
as density of states. Their main disadvantage is the computational cost. The most

efficient DFT codes can usually only handle a few hundreds of atoms.

Molecular dynamics (MD): In a molecular dynamic simulation, atoms are treated
classically (Newton’s laws), using empirical potential energy functions to determine
the forces between the atoms. Molecular dynamic simulations are less accurate
compared to ab-initio simulations, but enables the simulation of thousands of atoms.
However, an important drawback of MD simulations is the limited physical time and

length scales that can be simulated.
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and thin film growth on longer time and length scales. In this technique, atoms are
moved according to some probability over a lattice, according to the energy calculated
from a specified interatomic potential. Usually, a list of all the possible transitions
(atomic moves) needs to be available in advance. Because KMC does not take into
account the atoms vibration movement, it is possible to use kMC to model the evolution
of the system for a longer period of time. This last argument is the main reason why
this technique is selected to be part of the Virtual Coater. Indeed, if one wants to be
able to compute the major properties of a coating based on simulation results, it is

crucial to simulate the deposition of a large enough number of atoms.

3.6. Experimental characterization techniques

This section presents the main characterization techniques used during the thesis.
The purpose is to refresh the reader with the main operating principles and
measurements outputs. Literature contains very detailed references for each, to which
the reader can refer to, should he wish to have more details. The followings techniques
are sorted in two categories: in situ (i.e., in the plasma chamber) and ex situ (i.e.,

measurement performed outside of the plasma chamber).

3.6.1. In Situ techniques
% Mass spectrometry (MS)

Mass spectrometry is a diagnostic technique capable of measuring neutral species as
well as positive and negative ions. A mass spectrometer is a multi-species ion beam
detector able to separate and quantitatively detect the various charge and mass of the
primary beam. Separation is achieved based on different trajectories of moving ions
with different mass/charge (m/z) ratios in electrical and/or magnetic fields. For neutral
species measurement, the mass spectrometer uses an ionization chamber in which
an energetic electron beam is used to ionize the neutral gaseous species and feed the

mass spectrometer with the produced ions.
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Mass spectrometry is a very wide and complex field; many books and PhD theses are
dedicated to this technique [37,38]. A Hiden Analytical HAL 301 mass spectrometer
was used for this thesis.

¢ Optical emission spectroscopy (OES)

Spectroscopic optical methods for plasma diagnostics are the least intrusive methods,
and they record the emitted, absorbed or dispersed radiation [39]. This technique is
non-invasive, easy to implement and measurements are fast. The OES method used
in this thesis is passive and based on recording the light emitted from the plasma.
Through collisions of plasma particles with electrons, the plasma particles are excited
to higher electronic states. The relaxation of excited particles, which are present in the
chamber to lower energy states, is the origin of the emitted photons. Since the energy
of a transition is a characteristic of the particle species, the analysis of the photon
energy can reveal the composition of the plasma, which can in turn be correlated with
the physico-chemical characteristics of the deposited coating. Time and spatial
monitoring of the plasma can also be performed with this technique, as well as the
determination of the electron temperature and energy distribution. Furthermore, OES
can also be used as a control tool to regulate a process. In the present work, the used
OES is embedded in a regulation system, FloTron™ from Nova Fabrica Ltd, controlling
the oxygen mass flow, enabling feedback regulation control based on the optical

emission signal of Ti.

% Langmuir probe

The Langmuir probe method is one of the oldest and still one of the most useful tools
for diagnosing a plasma. Langmuir (1926) and Druyvesteyn (1930) were the first to
study the relation between the second derivative of the electron current collected by a
biased probe and the electron energy distribution function (EEDF). The Langmuir
probe, usually in the form of a tip, is placed inside the discharge and biased positively
or negatively to draw electron or ion current, respectively. The relationship between
the voltage applied to the Langmuir probe and the collected current is referred to as
the I-V characteristic. From the Langmuir probe |-V characteristic, the parameters
describing the energy of the electrons in the plasma can be found among other plasma
parameters such as the plasma potential and the floating potential. For a negative

voltage on the probe below the floating potential V., ions are drawn to the probe. For
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applied voltages higher than the plasma potential Vp, only electrons are drawn to the
probe. In this work, an EPSION Langmuir probe from Hiden Analytical was used. The
probe is biased to a voltage Vjope, Which is in the range from -30 to 15 V, with respect
to ground (chamber wall). The plasma is at a potential Ve with respect to ground. For

V,

brobe < Vp the electrons are repelled according to the Boltzmann relation, until Vr

where the probe is sufficiently negative with respect to the plasma, that the electron

and ion current are equal. For Vp < V,ope < Vg, the ion contribution of the current

increases, tending to an ion saturation current that may also vary with voltage due to
the change of the effective collection area around the probe. The magnitude of the ion
saturation current is much smaller than the electron saturation current due to the much
greater mass of the ions. The ions will move much slower than the electrons, meaning
that fewer ions will reach the Langmuir probe at a given time resulting in a lower ion
saturation current, while electrons are faster and more charge reaches the probes and
gives a higher electron saturation current. The floating potential V. is defined as the
potential where the ion and electron currents to the probe are equal, in other words
when the total current is zero. Therefore, the floating potential is the potential at which
an insulated probe, which cannot draw current, will charge. More details about the

various probe setups and the data analysis can be found in [40-42].

% Active thermal probe (ATP)

Almost all plasma-technological applications are based on plasma/surfaces
interactions. An excellent tool for process diagnosis is the thermal probe, which
measures the energy input from the plasma into the substrate. Usually, passive probes
are used for this kind of measurement [43,44] but their disadvantage is the thermal
inertia which requires to interrupt the energy influx by shutting down the energy source
or by using suited apertures. Hence, these probes are not suitable for a continuous
process control. The present work uses a continuously working active probe [45], from
Neoplas Control GmbH, which does not need to be calibrated and compensates the
environmental effects as well as the heat conduction by the probe holder. The probe
is set to a working temperature and then the energy supply supporting the working
temperature is measured. The energy influx by external sources is compensated by

decreasing the heating power. A typical measurement is shown in Figure 12.
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Figure 12 Typical ATP measurement. The curve is the needed power to maintain the probe at 250 °C. The first
drop corresponds to plasma ignition (250 s). The plasma is kept alive for 3 minutes and then turned off (430 s).

This kind of investigation enables to probe the total energy influx towards the substrate
location of a PVD system i.e., the probe sums up all types of energy components
(radiations, surface chemical reactions, particles deposition...). It also opens up the
opportunity to evaluate the normalized energy flux (NEF), i.e., the energy per
deposited atom. This last quantity requires measuring the number of atoms deposited
during a deposition process. The next presented characterization technique,

Rutherford backscattering spectroscopy, enables such measurements.

3.6.2. Ex Situ techniques
¢ Rutherford backscattering spectroscopy (RBS)

RBS is a very powerful technique for quantitative analysis of the composition,
thickness and depth distribution of elements in thin solid films or solid samples near
the surface region with film thickness up to a few hundred nanometres. In RBS, a
beam of monoenergetic ions, usually He of a few MeV, is directed at a target sample,
and the energies of the ions which are scattered backwards by nuclei in the sample
are measured and analysed. The higher the mass of an atom hit by an ion, the higher
the energy of the ion will be after backscattering, which results in mass analysis. By
counting the backscattered ions as a function of energy, the number of atoms of each
element present can be determined. Besides mass information, depth information is
gained via the energy loss of the projectile on its inward and outward paths through

the sample. More info can be found in [46].
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% Scanning electron microscopy (SEM)

SEM is a versatile and widely used tool as it enables the study of both morphology
and composition of materials. A monochromatic electron beam is focused onto a fine
probe scanned over a rectangular area of the sample. As the electrons collide with the
surface, a number of interactions occur resulting in the emission of electrons and
photons from the surface. The intensity of the secondary electrons is point-to-point
mapped onto a detector which is synchronized with the electron beam scanning the
sample. High-resolution images of the morphology or topography of a sample at very
high magnifications can be obtained. In this work, a Hitachi S4800 SEM-FEG
microscope from the Instituto de Ciencia de Materiales de Sevilla, Spain and a Jeol
7500F from the University of Namur were used. More details about the SEM can be
found in [47].

% Atomic Force Microscopy (AFM)

AFM, also known as scanning force microscopy, is a technique with minimal sample
preparation requirements. It is based on detection of the force interaction between a
sample surface and a sharp tip mounted on a flexible cantilever, and produces, in such
a way, topographic images of a surface with atomic resolution in all three dimensions.
When the tip is brought to a close proximity (a few A) of a sample’s surface, repulsive
Van der Waals forces between the atoms of the tip and those of the sample cause the
cantilever to deflect. The deflection magnitude depends on the distance between the
tip and the sample. For the present thesis, AFM images were recorded in air, in tapping
mode with a Nanoscope Ill from Veeco Instruments (Santa Barbara, CA, USA). The
cantilevers (Tap300AI-G from Budget Sensors) were silicon cantilevers with a
resonance frequency around 300 kHz and a typical spring constant of around 40 N/m,
and an integrated silicon tip with a nominal apex radius of curvature <10 nm. More

information on the AFM technique can be found in [48].
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% X-Ray diffraction (XRD)

X-ray diffraction (XRD) is the most common technique to identify the crystalline phases
present in materials, and also to measure the structural properties such as the phases
preferred orientation, crystallite size and defect structure. X-rays have wavelengths in
the order of a few angstroms, the same as typical interatomic distances in crystalline
solids. When certain geometric requirements are met, X-rays scattered from a
crystalline solid can constructively interfere, producing a diffracted beam. The Bragg

law gives the condition for constructive interference:
niA=2dsin(0)
where n is an integer, A is the wavelength, d is described as the distance between

planes of atoms that give rise to diffraction peaks , and 6 is the diffraction angle. The

diffracted beam intensity depends on several factors such as the chemical composition
of the film and the local arrangement of the atoms. More information can be found in
[49]. In this work a PANalytical X'Pert PRO diffractometer, Cu Ka 1.5406 A, 6/26

configuration was used.

3.7. The titanium dioxide as material

TiO2 (titania) belongs to the group of transition metal oxides, and exists in both
crystalline and amorphous forms. Titanium is the most abundant element on the
earth’s crust, with an estimated 0.62% [50]. TiOz2 is the only natural occurring oxide of
titanium and crystallizes in three major different structures: rutile, anatase and brookite
[51,52]. Anatase and brookite are the metastable phases whereas rutile is the most
stable phase of TiO2. Only anatase and rutile phases play an important role in most
TiOzapplications because of the low stability of the brookite phase. The main

properties of titania are [52]:

» High melting point Tm > 1850 °C
» Corrosion resistance

» Chemical stability

» Bio/Hemocompatibility
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High refractive index: 2.5 for anatase and up to 2.9 for the rutile
High transparency for the visible spectrum

Absorption of the UV spectrum

vV V V V

Photoactivity induced by the UV irradiation — superhydrophilicity and photo

catalytical decomposition

Titanium dioxide is therefore an industrially and technologically important material, as
evidenced by its wide variety of applications. It is used in such fields as pigments,
cosmetics, photocatalysis, solar cells, biomaterials and sensors. These diverse
applications have derived from the unique properties exhibited by TiO2 polymorphs. In
particular, the anatase and rutile crystalline phases have been the subject of many
studies aimed at improving the performance of titania in existing products or exploring
the development of new applications. Because titania has the highest index of
refraction of all oxides, the amorphous form is also technologically useful, especially
in the manufacture of optical and photonic components.

Rutile

The rutile phase of TiOz is the most stable; it shows stability at all the temperatures
and pressure up to 60 kBar. This phase shows small free energy as compared with
anatase. TiOz2 rutile has a tetragonal structure. Each Ti atom is bounded to six O atoms
with equatorial Ti-O bond length 1.946 A. The lattice parameters for the rutile phase
are a=b=4.583 A, ¢=2.958 A. Due to its stability at high temperatures, rutile is used as

a protective coating or in microelectronics.
Anatase

The anatase phase of TiO2 has the same tetragonal crystalline structure as the rutile,
but it shows slightly more distortion of the TiOs octahedron. The lattice parameter for
anatase TiO2 are a=b=3.784 A, ¢=9.502 A with equatorial and apical bond length of
respectively, 1.934 A and 1.980 A. The anatase structure is the one phase getting the
greatest attention. It is a low temperature phase and exhibits the UV induced

photoactivity, firstly reported by Fujishima [53].

33



Tonneau Romain Current state of the art

[100] 1.983 A [010]  [100]
o

[010] Anatase

R
1.966 A
i1 02.308°
92.604°\
@ 1.937 A
0 [001]
[100] L 910]

Figure 13 Bulk structures of rutile and anatase. In both structures, slightly distorted octahedra are the basic
building units. The bond lengths and angles of the octahedrally coordinated Ti atoms are indicated and the
stacking of the octahedra in both structures is shown on the right side [54].
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Due to its broad range of interesting properties, the scientific literature already contains
a lot of work dealing with the deposition of TiO2 by PVD processes. However, only few
groups have elaborated relevant numerical models enabling deeper understanding of
the intrinsic physics governing the deposition of TiO2. Amongst them, the group of
Depla et al. [55] have developed one of the most advanced model dedicated to the
reactive sputter deposition technique. Their model is based on the well-known, 30
years old, Berg model [56] which gives a good understanding of the origin of the
hysteresis in reactive sputtering. The original model describes the hysteresis under
steady state conditions, and is based on differential equations. For a given flow of
reactive species, the target and substrate state and the different gas consumptions
can be computed. As such the hysteresis is simulated in a pressure-controlled way
which enables modelling the various working regimes of the discharge. The major
drawback of the Berg model is that it only accounts for the process of chemisorption
for the compound forming on the surfaces. Therefore, Depla and his co-workers have
upgraded the Berg model by including:
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- Re-deposition process on the target [57]

- Implantation of the target by reactive ions participating to sputtering [58]
- Implantation of the target by knocked-on chemisorbed atoms [59]

- Addition of a spatially resolved current profile on the target

- Addition of a spatially resolved deposition profile on the substrate

Quoting the authors of [55], this time dependant model from 2014 is “a big step forward

in the direction of a genuine model of the process”.

In order to move one step further in the same direction, it is necessary to include more
features in this model. For example, this previous model doesn’t account for the
geometry of the coater, nor the locations of the gas inlets or the pumps. The reason is
because the model does not include particles motion i.e., the plasma phase is not
modelled. However, the same team also proposed a workaround to this limitation by
enabling the model to work together with the SiMTra code described in [60]. This
model implements a Monte Carlo algorithm which simulates the transport of the metal
flux sputtered from a magnetron target through a background inert gas. The main
output of this model is the deposition profile on the substrate. Despite the improvement
of the calculations by the addition of a particle-based algorithm, the approach still
suffers from several drawbacks. The first one is the absence of reactive species in the
gas phase. The second one is the limitation of the model to elastic collisions i.e., no
excitation or ionization. The third one is that no charged patrticles are included in the
framework. From a coating quality point of view, it is a major issue. For example, RMS
processes are known to generate high-energy negative oxygen ions which can
drastically impact the properties of the growing film. In the literature most of the related
articles are focussed on experiments to reveal their existence [61—-64] and to elaborate
about their impacts on the film growth [65—67]. Unfortunately, this literature is not as
extensive regarding the modelling of their production yield. One of the best approach
is performed by Mahieu et al [68] who included negative oxygen ion emission from an
Al203 target in the SIMTRA [60] model. Simulation results were compared to
experimental measurements obtained from energy resolved mass spectrometry. They
demonstrated that the energy and spatial distributions of the high-energy O ions can
be reproduced by creating those ions at the target surface and computing their

transport through the neutral gas. However, these are treated as neutral species, i.e.,
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no electric potential effect is computed (acceleration in the sheath...) and their initial

energy distribution is assumed.

From another point of view, pure particle-based algorithms already exist in the
literature. The first one implementing 2D geometry together with a mixture of Ar and
reactive species in the gas phase is attributed to Vahedi and Surendra [69] in 1995.
Their model arises from the considerable effort to develop self-consistent kinetic
models with no assumptions about the distribution functions in order to master the
inherently complex discharges where particle velocity distributions can be non-
Maxwellian. This model only includes few inelastic collisions and wall chemistry was
neglected. It acts as proof of principles of such method for the simulation of reactive

sputter deposition processes and paved the way to more complex algorithm.

In the late 90’s, Kondo et al. [70] and Nanbu et al. [71] have modelled a magnetron
discharge using a 3D PICMC model. However, these particle models only describe
the case of low magnetic fields and do not cover the case of reactive deposition.
Another PICMC model was developed by Bultinck and Bogaerts [72,73] during a Ph.D.
thesis presented in 2009. In this work, E. Bultinck developed a 2d3v PICMC model to
investigate the physical processes in a magnetron discharge during the reactive
sputter deposition of TiOx coatings. The model includes both neutral and charged
species generation, simple 2D geometry and the effect of target poisoning was added
by modification of the sputtering yield and the secondary emission electron yield (no
wall chemistry was implemented). Using this code, the author was able to conclude
that the deposited O in the TiOx film originates almost entirely from the O2 gas. Even
though the complexity of the existing models keeps increasing, none of them includes
a dynamic wall chemistry or closed the loop of the deposition process by modelling

the film growth based on the particles flux results.
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4 Designing Virtual Coater

In order to support the experimental endeavours of linking the macro-parameters of a
PVD process to the micro-properties of thin films, three different pieces of software
were used. The plasma phase is handled by two algorithms developed at the
Fraunhofer Institute of Braunschweig [19,74,75], neutral particles and wall chemistry
are managed by a DSMC algorithm while a PICMC algorithm deals with charged
particles. Both algorithms move patrticles through a discretized computational space-
time domain. After each time step, particles are paired up with the other particles
located in the same computational vicinity and collision probability (according to
collision cross section) is computed for these pairs. In the DSMC method, one of the
fundamental assumptions is that particle movement can be decoupled from collisional
behaviour and that particles move along straight-line paths with discrete changes in
their velocity and energy caused by collisions. The simulation is divided into time steps
that have to be small enough compared to the average time between collisions.
Moreover, the volume wherein collisions take place (the cell) should be defined so that
the collision probability is less than 1 at each time step. Therefore, its dimensions
should be less than the mean free path. Fortunately, this constraint still enables to run
a DSMC’s over several seconds of simulation time. More details about the
mechanisms of the DSMC algorithm are presented in Chapter 5. In the PICMC
method, a discretized simulation volume is also used. In this case, the magnetic field
is pre-computed from the magnet geometry and material, and is superimposed to the
simulation grid. The magnetic field is assumed constant throughout the simulation. In
contrast, the electric field is computed at each time step as it evolves with the charged
particles motion. As in the DSMC method, the cell dimension has also to meet
constraints imposed by the physics, limiting the simulation to run over a time-scale of
the order of few hundreds of microseconds in a reasonable computational time. The
main features of the PICMC method are described in Chapter 6 of the present
manuscript. Figure 14 summarizes the different software packages included in the

Virtual Coater design.
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Figure 14 Simulation tools included in the Virtual Coater design

Finally, the film growth is managed by a kMC code called Nascam and developed at
the University of Namur. Nascam (NanoSCAle Modelling) is dedicated to the
modelling, at the atomic scale, of a system under deposition by using the kinetic Monte
Carlo method to simulate the diffusion, nucleation and growth of a film on a substrate.
The current distributed version of the software is Nascam 42 [76] enabling to simulate
complex incident gas flow (up to 2 metal, 2 reactive and 1 neutral species) and PVD

deposition according to hard-coded rules based on physical principles restricted to

2 https://www.unamur.be/sciences/physique/ur/larn/logiciels/nascam
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"common" experimental situations. The software uses an approach where a list of
possible events is created and activation energies for these events are used as an
input. The computational domain is discretized in a way that predefines the positions
possibly occupied by a moving atom during the simulation process. This does not
enable the crystallinity of the coating to evolve during the simulation. To overcome
these restrictions, a new version of Nascam was implemented. The version 5 of
Nascam is built as a sandbox, which is editable at will by the user. Then the main goal
of Nascam 5 consists in giving the user the possibility to build his own simulation
environment, enabling the modelling of complex crystallographic structures, or

"uncommon” physical rules specific to a given deposition process.

Now that the selected software package designing Virtual Coater are introduced,
Figure 15 presents the flowchart of the VC concept i.e., how the simulation tools

interact together to provide a full description of the thin film deposition process.
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Figure 15 Flowchart of the Virtual Coater concept
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The three software programs act as building blocks. First, the DSMC algorithm is used
with a complete 3D representation of the deposition chamber. Three outcomes are
possible, (A) the DSMC results do not match with experimental characterization
meaning the model has to be improved; (B) based on the neutral particles distributions
and fluxes, film growth modelling is started. The film properties obtained can then be
used as a feedback to adjust initial DSMC simulation parameters; (C) neutral gas
distributions as computed by the DSMC method are interfaced and used as an input
to ignite a plasma with the PICMC algorithm. Based on this simulation, (D) the results
do not match with experimental plasma characterization, meaning either the PICMC
parameters or the DSMC parameters have to be adjusted; (E) a subsequent film
growth simulation, including charged species, can be started. It will then act as a
feedback either on the DSMC inputs or on the PICMC inputs. Due to restrictions
imposed by the PICMC method (see Chapter 6), the results obtained need to be scaled
in order to fit with real experimental deposition conditions. This step is the “Species

flux scaling” triangle box in the flowchart.
In the following:

» Chapter 5 will cover the combination of the blocks (1) and (3).
» Chapter 6 will describe and discuss the interface (C), as well as the “Data
Scaling”

» Chapter 7 will cover the combination of all three blocks together.

Throughout the construction of Virtual Coater, the computed results are compared
along with experimental measurements performed on the dual-magnetron coater
“‘Mantis” located at laboratories LARN (Laboratoire d’Analyse par Réactions
Nucléaires) of the University of Namur. The main experimental measurements involve

characterization techniques of the gas phase such as:

» Total pressure evolution via baratron gauge measurements record.
» The target current-voltage curve (I-V) evolution analysis.
» Mass Spectrometry (MS) analysis to investigate the gas composition evolution

during hysteresis experiments.
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> Optical Emission Spectroscopy (OES) embedded in the FloTron™ system to
track the relative gas composition on sputtered species to allow the use of a
feedback control loop on the Oz gas inlet.

» Use of an Active Thermal Probe (ATP) to evaluate the energy flux towards the
substrate holder.

» Langmuir probe measurements to evaluate the electron density.

In addition, deposited thin films are also characterized with various techniques:

» Rutherford Backscattering Spectroscopy (RBS) with the Altais particles
accelerator of the LARN lab to probe the stoichiometry.

» Scanning Electron Microscopy (SEM) to capture the morphology of both the top
surface and side cross section of the coatings.

» Atomic Force Spectroscopy (AFM) to measure the coating roughness.

» X-ray diffraction (XRD) to evaluate the crystallinity the deposited thin films.

Before to dive in the step-by-step process of elaborating Virtual Coater, it has to
be mentioned that a fourth code was added to the framework. The need of this last
one comes from the necessity to pipe data from one code to another and especially to
handle the large datasets. Indeed, the data generated by DSMC and PICMC are
challenging both for their storage and their manipulation. A quick glimpse at the data
generated by Virtual Coater is the following: data can either be density, velocity,
absorption, desorption, number or particles, ... For each species and each time, a new
file containing the corresponding data is created. A typical file produced by either of

these algorithms is organized as the following:

X y z Value

With the column value containing either one value in the case of scalar output (density,
number...) or three for vector (velocity, flux...) output. At each cells of the simulation
geometry correspond one line in the file. The involved 3D geometries are composed
of at least 3 000 000 cells, easily producing a total of 300 GB/simulation. Therefore, it
was necessary to develop a strategy to manage the amount of data to avoid the

multiplication of storage devices. A Python3 module, PyCMC, was developed to
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achieve this goal. The module combines the use of SQLite® database and Hierarchical
Data Formats (HDF5)* to provide versatile, scalable and on the fly storage of the data,
i.e., the data can be compiled as soon as they are outputted. Moreover, the HDF5
solution enables data compression and partial load of the data in the RAM. Figure 16

shows the entity relationship diagram of the implemented database.

DSMC/PICMC data
DSMC/PICMC Common data Energy/Angular
3D data identification parameters distributions

PK |Value |[d0uble]

H Species H
PK |Name |[str]
Neutral |[bool]

Pos Data File
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HDF5 [str] PK |File path |[str]
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1 1
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Figure 16 Entity Relationship Diagram of the SQLite database embedded in PyCMC.

The PyCMC module scans the simulation folder for new 3D data file (Pos files) or for
energy or angular distribution files. When a new file is detected, the species, time and
data type (density, pressure, temperature, velocity, absorption...) are determined by
using regular expressions on the file name. If the corresponding HDF5 file compiling
all these data is already existing, the data file is read and a new array is added to the
HDF5 file (see Figure 17). If the corresponding HDF5 file does not exists, it is created
prior to include data. At the end of the simulation, when all raw data have been

compiled, the simulation data are composed of one database file and several HDF5

3 https://www.sglite.org/index.html
4 https://www.hdfgroup.org/solutions/hdf5/
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files, one for each entity species-data type. One HDFS5 file contains the time evolution
data for one data type of one species. The total size of the compiled data can be as
heavy as 15 GB, reducing by a factor 20 the size of the simulation and without data

loss.

Table

File | Time | Array #
Coordinates
Data <
| Leaf

E | Data arrays
Metadata E =1

Metadata

Figure 17 Schematic organization of a typical HDF5 file

Another important feature of the HDF5 files is that data can be partially read and load
on memory. It is one of the reasons why the cells coordinates are stored in their own
array, see Figure 17. Coordinates can be loaded and a desired slice can be selected
i.e., a mask is generated. As data are sorted prior to be included in the HDF5, the
mask can then be applied on each data array to easily and efficiently extract the
desired sub-data. Therefore, the data manipulation is fast as unwanted data are not
loaded in memory and can be performed on a standard computer which usually has
less RAM than an HPC.

The development and use of this python module are not visible in the following
description of this Ph.D. However, its development was crucial to achieve the final
state of this work. In its current form the PyCMC module contains over 70 files and
15 000 lines of code (9000 with no blank or comment). The use of this module already
went beyond the scope of this Ph.D. as it was also used to handle PICMC/DSMC data

generated for the following collaborations or articles: [77-79].
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5 The role of neutral particles

This chapter intends to discuss the combination of the pieces of software (1) and (3)
of the Virtual Coater flowchart in Figure 15. It has the purpose to answer the following
guestions: what is the role of neutral particles during the growth of TiOx thin films by
reactive dual-magnetron sputtering? Is it possible to make predictions on film

properties based only on their modelling (i.e., neglecting charged patrticles)?

The findings have been published in 2018 in Journal of Physics D: Applied Physics
[80]. The article is organized in a way that first describes both the DSMC and kMC
algorithms used (version 4.7 of Nascam). The hysteresis curve of the Ar/O2 dual-
magnetrons discharge is investigated with the DSMC algorithm, which includes a
reactive wall model in order to take into account the reactive process description.
Three species are included: Ar, Oz and Ti. Ar is introduced with a constant inlet over
the various simulations while the Oz inlet varies from one simulation to another. Both
targets are defined as source of Ti and O2, the number of sputtered particles
depending on the local chemical surface state, either Ti or TiO2. Nascam simulations,
i.e., KMC model, are started based on flux, angular and energy distribution of the
species. The main findings are the followings:

1. The DSMC algorithm enables to reproduce and predict the Oz partial pressure
along with the hysteresis curve.

2. The kMC algorithm (Nascam) accurately predicts, based on the DSMC results,
the composition and morphology of the deposited coatings.

3. Molecular oxygen is identified as responsible of the column tilting angles
reduction of the coatings, while the metallic species (Ti) acts as a backbone for

the growing film.

This study does not include the possible effects of ion bombardment during the film
growth. As shown in chapter 7, the concomitant bombardment of energetic particles
induces energy transfer to the growing film and generates adatom mobility. This in turn
may affect the morphology and the crystallinity of the coating. The simulation of

charged particles in a plasma discharge and their impact on the film growth was
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undertaken by first checking how to include the PICMC algorithm within the Virtual
Coater loop. This is the topic of the next chapter.
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Abstract

CrossMark

This paper presents a 3D multiscale simulation approach to model magnetron reactive sputter
deposition of TiOy<, at various O, inlets and its validation against experimental results. The
simulation first involves the transport of sputtered material in a vacuum chamber by means

of a three-dimensional direct simulation Monte Carlo (DSMC) technique. Second, the film
growth at different positions on a 3D substrate is simulated using a kinetic Monte Carlo
(kMC) method. When simulating the transport of species in the chamber, wall chemistry
reactions are taken into account in order to get the proper content of the reactive species in the
volume. Angular and energy distributions of particles are extracted from DSMC and used for

film growth modelling by kMC.

Along with the simulation, experimental deposition of TiO, coatings on silicon samples
placed at different positions on a curved sample holder was performed. The experimental
results are in agreement with the simulated ones. For a given coater, the plasma phase
hysteresis behaviour, film composition and film morphology are predicted. The used
methodology can be applied to any coater and any films. This paves the way to the elaboration
of a virtual coater allowing a user to predict composition and morphology of films deposited

in silico.

Keywords: plasma modelling, Monte Carlo simulation, reactive magnetron sputtering,

film growth, titanium oxide, thin film

(Some figures may appear in colour only in the online journal)

1. Introduction

Reactive magnetron sputtering is a widely used method for the
deposition of various compound layers both in laboratory and
in industry. Its understanding is of great importance to master
the quality and the properties of the products. The involved
physical processes are complex and non-linear, and require
the use of a wide range of simulation techniques and models.
Several approaches can be used to model the physics of
plasmas. The most complete method is the full kinetic theory
[1, 2], which has the unfortunate drawback of being extremely
complicated. Kinetic theory essentially considers in turn the
interaction between each particle and every other particle

1361-6463/18/195202+17$33.00

in the system, with the electric and magnetic fields self-
consistently calculated during the simulation. Other techniques
model the plasma as a pressureless fluid, i.e. fully electro-
magnetic but not thermodynamic. Another commonly-used
model is magnetohydrodynamics (MHD) [3]; MHD compro-
mises on the electromagnetism but provides a framework for
modelling in the fluid limit with full thermodynamics. This
kind of model usually cannot be applied to magnetron sput-
tering as sputtering aims to use low pressure plasma which is
out of the fluid limit range [4]. Amongst models dedicated to
reactive magnetron sputtering, there are several 2D simula-
tion models [5-7] and also analytical theories [8—12]. Both
use different variations of the Berg model [10, 13]. Models

© 2018 IOP Publishing Ltd  Printed in the UK
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implementing real 3D geometry and time dependent algo-
rithms are not common mainly because of either the avail-
ability of such codes or the high computational resources
required. But today, with the evolution of high performance
computing resources, one can think of not only gas flow
simulations of complex systems but also plasma modelling.
Whereas the gas flow simulation can be applied at a full scale
system as it will be describe here, full 3D plasma simulation
is not yet possible with the todays computer performances and
therefore specific strategies have to be developed to run simu-
lations in a reasonable time scale [14]. This paper suggests
a plasma process simulation scheme by separating neutral
particles from charged particles. Indeed the ionisation degree
of the sputtered metal in a low-pressure plasma is weak and
the transport may be described by neutral interactions only. In
this case, the specie’s motion is not affected by electric and/or
magnetic fields and the transport of particles involves ‘only’
background gas collisions and diffusion in addition to the
transport of sputtered material from the target to the sample.
Direct simulation Monte Carlo method (DSMC) accurately
simulates the time evolution of a real 3D system over sev-
eral seconds in an acceptable computational time. DSMC fea-
tures spatial resolution and can be coupled with RSD models
[12, 15] to describe the reactive gas implantation dynamics of
the target material or reaction wall surfaces. In a subsequent
step, a full plasma simulation can then complete DSMC simu-
lations in order to take into account the ionized and metastable
species using for example the particle-in-cell Monte-Carlo
(PICMC) algorithm.

To make a combined plasma simulation and film growth
modelling, both multiple time-scale and space-scale simula-
tion techniques have to be introduced. Indeed a whole plasma
deposition process in real 3D geometry is at the meter scale,
while in silico thin film growth simulation and evaluation of
the final film properties is performed at the atomic level i.e.
nanometre scale. Most of theoretical models dealing with
thin film growth simulation and the underlying formation
mechanisms are based on classical atomistic techniques, e.g.
molecular dynamic (MD) [16-18] or kinetic Monte-Carlo
(kMC) [19-21]. Both techniques differ especially in the pro-
cedure to calculate the particle movement within the atomistic
system as well as in the applied structure size and simulation
time. The fundamental basis for MD and kMC is a classical
interaction potential describing the forces between the atoms
in the investigated system. Therefore, the selected potentials
are in fact one of the most critical parts in the classical atom-
istic simulation techniques determining the accuracy of the
performed studies.

In MD simulation, the force field is applied to calculate
the particle movement according to Newton’s equation of
motion. The force acting on atoms is determined at each sim-
ulation time step. The time evolution of the atomistic system
is performed by applying specific methods for the numerical
integration of the equations of motion, e.g. Velocity-Verlet
algorithm [22]. The continuous motion of the particles within
the defined simulation volume is one of the strengths of the
growth models based on MD. This allows investigating the
amorphous layer formation, which is a common case in thin

film technology. Another advantage of the MD technique is
the possibility to model the deposition of high energetic par-
ticles with good accuracy. Since the kinetic energy of the
coating material in modern sputter coating techniques is up
to several tenth of eV [23], the consideration of Newton’s
mechanics enables the physically correct description of the
deposition event. By applying classical MD, one can investi-
gate systems of millions of atoms, but for comparatively short
simulation times in the range of few ns. Therefore, several
approximations in the system size and simulation time have to
be applied to model a film of reasonable layer thickness with
MD based growth models.

To perform simulations at larger time and length scale, the
kMC method is generally used [19-23]. This method allows
the modelling of systems constituted of up to millions of
atoms and for time ranges up to several hours. There are sev-
eral approaches in implementing this method. One can clas-
sify events ‘on the fly’ to create a complete table of the events
which happen during the simulations. This is the most accurate
approach to create a table of all possible events. The table or
database can then be stored and re-used, decreasing the com-
putational time [24]. In the case of bond-counting kMC [19],
one calculates the event rates taking into account the number
of nearest neighbours. In specific event kMC, a predefined
set of events is only allowed to occur, and the rates of these
events are used as an input. In the kMC approach, a fixed pre-
determined lattice is usually used. Atoms may occupy only
the lattice nodes. In case of compounds, a unit cell consists
of two or more atoms. In this case, a predefined lattice with a
given crystallographic orientation is used. The growth of com-
pounds like TiO, [25], BaTiO33 [19], perovskites [23] were
simulated by this technique. Another variant is adaptive kMC
models [21, 24] where atoms can occupy interstitial positions.
In the paper [26] a method for the modelling of simultaneous
film growth with different orientation of polycrystalline is
also proposed. The paper [27] presents a kMC model where
atoms are not assumed to sit on lattice sites. For each state of
the system, characterized by a local minimum of the potential
energy surface, multiple searches for saddle points are carried
out using random initial directions. Then the relevant trans-
itions are found on the fly during the simulation. Thus, there
is no limitation of fixed positions for the particles during the
simulations.

By selecting the appropriate simulation method for the gas
phase and film growth, one can set up a virtual coater that
will predict films composition and morphology in a reason-
able amount of time and for any coater geometry. In addition,
virtual coater is a very useful tool to investigate, over a wide
range of deposition conditions, the physics of film nuclea-
tion, film growth and to identify the responsible mechanisms
of particular properties like roughness, porosity, density, etc.
In this work, we propose to use a multiscale approach com-
bining DSMC and MD/kMC like the one already published in
[28] for optical thin films. This work firstly proposes a general
multiscale approach applied to TiOx<> films which involves
DSMC simulations for the transport of sputtered particles
in a dual magnetron chamber filled with a variable mixture
of Ar and O,. Secondly, it presents a kinetic Monte Carlo
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Figure 1. Coater and substrate holder geometry.

(kMC) code to simulate nucleation and film growth for thick-
ness up to S00nm. Simulations are benchmarked with exper-
imental results. For this purpose, Ti'®*Oy¢, films are grown in
the exactly same conditions as in silico. The use of '%0, was
decided to underline the mechanisms involved in deposition
and to get rid of possible perturbations coming from external
pollution as it is often the case for high reactive metals like Ti.

2. Materials and methods

2.1. Geometrical coater description

Figure 1 presents a scheme of the coater used in this work. It
is a double magnetron system in a cylindrical chamber (diam-
eter, 0.32 m). The angle between axes of the two 2” magne-
trons is 90°. A turbo molecular pump with a capacity of 260 1
s~ ! is located underneath the chamber. A stainless steel plate
is placed at the top of the tube pump to protect the pump,
thereby reducing the effective pumping speed to = 70 1s~\.
Ar is injected near the surface of each cathode while reactive
0, is injected directly in the chamber.

A curved substrate holder is used and samples are placed at
two locations on the holder as shown on figure 1. The centre
position is parallel to the cathode surface and the corner loca-
tion is inclined at 70° and is 25 mm away from the centre and
18 mm away from the median plane.

2.2. Gas phase simulations

The code used to perform the simulations of the particle
transport in the deposition chamber had been developed at
the Fraunhofer IST [29-31]. It implements a direct simula-
tion Monte Carlo (DSMC) algorithm: particles move through
a discretized computational space-time domain as described
in figure 2.

After each time step, particles are paired up with the other
particles located in the same computational vicinity and

collision probability (according to collision cross section) is
computed for these pairs. Collisions of these pairs are han-
dled in a way that conserves energy and momentum. Each
simulated particle is considered to represent a large number
of real gas particles since using the real number of particles
would by far exceed usual computational resources. One of
the fundamental assumptions of the DSMC method is that
particle movement can be decoupled from collisional behav-
iour and that particles move along straight-line paths with
discrete changes in their velocity and energy caused by col-
lisions. The simulation is divided into time steps that have to
be small enough compared to the average time between col-
lisions. Moreover, the volume wherein collisions take place
(the cell) should be defined so that the collision probability is
less than 1 at each time step. Therefore, its dimensions should
be less than the mean free path. In the present case, the sim-
ulation box is divided in two regions: (i) a high resolution
region, with cells dimension of 2 x 2 x 2 mm? and (ii) a low
resolution region, 10 x 10 x 10mm? for the rest of the simu-
lation box. Cell sizes in these two regions are smaller than the
typical mean free path of ~10-13 mm of the species at 0.5 Pa.

Figure 3 shows surface meshing and volume decomposi-
tion of the reactor used in this work.

The purpose of the high-resolution region is to accurately
compute particles transport and particle-surface interactions
in the substrate-targets region. Surface meshing is required to
handle gas/surface interactions on the chamber walls or sub-
strate. The Cartesian volume mesh is used to handle gas col-
lisions described in table 1.

TiO and TiO; molecules are not included in the model.
Hence, sputtered species are assumed to be Ti and O,
Moreover, this model only takes into account molecular
oxygen. According to previous work modelling Ar/O, dis-
charges by mean of PICMC algorithms [7], the O, flux to
substrate is several orders of magnitude higher than atomic
oxygen.
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Figure 2. DSMC algorithm functional diagram.

For gas phase collisions, the variable soft sphere (VSS)
model [32, 33] is used to handle collisions between the pro-
cess gases Ar and O,. For sputtered monoatomic Ti, a simpler
approximation is used. In [33] the VSS model based on the
Lennard Jones interatomic potential is derived and the varia-
tion of the cross section and the deflection angle exponent is
given for an energy range of 5 orders of magnitude. It is worth
noting that for molecules, energy limits in the VSS model
may arise by computing collision processes such as dissocia-
tion, excitation of internal vibrational or electronic states or
even collisional ionization. However, those processes are not
considered in this DSMC study. For the scattering between
sputtered Ti and Ar the so-called Born-Mayer approximations
is used for the interatomic potentials. They are defined for
monoatomic species in [34] and are used for defining cross
sections as shown in [35]. For Ti collision with O, an average
of the Ti-Ti and O,—0, cross sections is taken due to the non-
availability of more accurate data.

The model also includes wall and target chemistry reac-
tions to tackle the reactive process description. Indeed, in
reactive magnetron sputtering (RMS) deposition, wall and
target coverage have a time dependent evolution responsible
of the well-known hysteresis behaviour.

The DSMC code uses a Cartesian cell structure for discre-
tizing the volume, while the chamber wall, substrate and other
geometric obstacles are represented by a triangular surface
mesh. The latter is created prior to the simulation run with
the free modelling and postprocessing software GMSH [36].
For cells intersecting with the surface mesh, their remaining
cut-size volumes as well as the surface areas contained in the
volume cell are pre-computed during initialization of the sim-
ulation run.

For the reactive wall model, it is assumed that the gas phase
can interact with the top atomic layer of the wall surfaces and
that there are two wall material phases, namely metallic Ti and
TiO,. For simplicity, the surface bond density ny is assumed to

Low
Resolution

High
Resolution

Low
Resolution

Figure 3. Meshed view of the reactor describing the low and high-
resolution regiions.

Table 1. Gas phase collisions used in this work.

Momentum transfer collisions

Ar + Ar 0+ 0, Ti+ Ti
Ar + O, 0,+Ti
Ar + Ti

be equal for both materials (9.3 x 10'® m~2), i.e. ng denotes
the number of possible sites for Ti as well as for TiO, per
unit area. Each intersecting cell i gets the intersecting mesh
area A; and the relative coverage fractions Oy, 010, = 1 — O
respectively for metallic Ti and TiO, as additional variables.
Additionally, the number ny;, ntio, of ‘deposited” Ti or TiO,
sites below the first atomic layer is stored for each intersecting
cell. By collision of an O, molecule with a wall within a cell 7,
it is possible to convert a fraction of the metallic Ti coverage
into TiO». First, the probability p,y of this oxidation reaction
is obtained via

Pox = 0,0 (1

with the oxygen sticking coefficient ag, (equal to 1 in the pre-
sent study). Afterwards, a random number R between 0 and 1
is generated, and the reaction is actually executed if R < poy,
otherwise the O, molecule is reflected from the surface with
a Maxwellian wall velocity distribution based on the wall
temperature. For the surface reaction with an O, molecule, the
difference A,y in surface fraction #y; is computed via

wo,
yngA;

Aox = )
with wo, as statistical weight of O, super particles and y
being the required number of molecules to form one TiO,
site (y = 1 in this study). For the used simulation parameters
of wg, =5.0 x 10" and an intersecting cell area of around
4mm? in the high-resolution region, A, is in the order of
1%—-2%, which is sufficiently small to ensure a continuous
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transition of the surface oxidation. Subsequently, A, is added
to frio, and subtracted from f1;. It is enforced that fri0, < 1 by
cutting off the excess of Ay, if required.

The opposite reaction is metal deposition with incoming Ti
atoms. Since Ti can be deposited on both metallic Ti or TiO,
sites, the probability for this reaction is just identical with the
Ti sticking coefficient a;. Again, a differential surface frac-
tion is computed via

WTi

Amcl = 3 )

XNA;

with x being the required number of metal atoms to form one
metal site. Whether the Ti is deposited onto Ti or TiO; is ini-
tially decided by a random experiment according to the actual
surface fractions 6y, frio,. If it is deposited onto Ti, the sur-
face fractions remain unchanged, however the amount ny; of
deposited Ti is increased by A,,.,. When performing deposi-
tion onto TiO,, A,,,; is substracted from 6o, and added to Oy
and nrio,. Again, it is enforced that Oy, O1i0, are kept within
[0,1].

For the target surface, the sputtering yield is computed as a
linear combination from the oxide and metal sputtering yield
according to the surface fractions 7, frio, at the target cells,
while the ion current is given as input parameter in accord-
ance with experimental conditions. We implicitly assume that
during sputtering the oxidized target surface is decomposed
into Ti and O, molecules. The dissociation of O, into mono-
atomic O may be further considered, however it turned out
that the oxygen flux at the substrate originating from the target
is negligible compared to the oxygen flux from the gas phase.
If a Ti or TiO; site is removed from the target’s top atomic
layer, it is replaced by material from below. In case of rede-
position present at the target cell, the replacement material is
randomly selected according to the deposited fractions ny;,
nTio,, otherwise Ti is chosen from the target bulk material.

This way, the DSMC model behaves in a similar way as the
Berg model of reactive sputtering [13]. The difference is that
there are individual surface oxidation fractions for each cell
intersecting with the target or chamber surface and that the
transport of sputtered particles between target and substrate is
treated within the DSMC transport code.

2.3. Sputtered material definition

Targets are defined as sources of particles, which are trans-
ported into the gas phase. For proper calculation of the
source’s parameters, one must know (1) the racetrack geom-
etry; (2) particle fluxes (3) angular and energy distribution of
those particles.

(1) In order to take into account the non-uniform emission of
atoms from the target, the geometrical description of the
racetrack or the parallel components of B can be used to
spatially weight the particle source emission:

(2) By knowing the experimental discharge current (or by
selecting a possible one), it is possible to evaluate the
amount of particles emitted from the metallic target due
to sputtering events [37] according to:

Table 2. Values of Ti sputtering yield are issued from SRIM (Ar™
of 380eV). Total sputtering yield of TiO; is from [38]. Secondary
electron emission yields used for the present simulations are issued
from [3].

Target material Vot sput Ve
Ti 0.56 0.114
TiO, 0.205 0.080
N o Ipuu'ersupply - ( particle S—I ) 4)
sput P ( T2 ‘)(') Isput B

where Lyower supplys Vspur» Ve and e are respectively: power
supply current (A), sputtering yield (particle/ion), secondary
emission electron yield (SEEY) (electron/ion) and elementary
charge.

In order to model sputtering of the compound material and
re-deposition of sputtered particles on targets, wall chem-
istry is applied to targets as well. An incoming ion could both
sputter metallic titanium or oxidized titanium and give rise
to the emission of several species considered as being atomic
titanium or molecular oxygen. As the target is supposed to be
a mixture of metallic Ti and TiO,, equation (4) must be modi-
fied to take into account both species:

I power Supply
e - (1 + 7e'.cnmp(mnd)

. (gmel © Yspur, Ti + 90.\' * Vsput, TiO, ) (PamCle s l) .
(5)
Here 6,,.; and 0, are respectively the fractions of metallic Ti
and oxidized Ti of the target surface, so that:

N sput =

0’"(‘] + 00.\' =1L (6)

Unfortunately, the SEEY (7e,compouna) Value of the compound
material is unknown. However, SEEY values of both metallic
titanium and titanium dioxide had been previously measured
and discussed in literature [3, 38]. Then, the simplest approach
is to assume separation of metallic and oxidized titanium and
to define the number of sputtered particles as a linear combi-
nation of the sputtered particles number of the two materials:

power Supply

N.\‘pll! = omel ‘e (0 +em) Vsput, Ti
Tpower Supply . =1
+0px - —PEINY o .y, TiO, (Particles™').
* e (1 + . PiG, 2
(1 +7e. Tio, ) 0

Values of total sputtering yield and SEEY used are listed in
table 2.

In order to obtain partial sputtering yields of Ti and O, out
of total sputtering yield of TiO,, SRIM calculations are used.
Sputtering of argon ions of 450eV onto TiO, is simulated.
The relative sputtering is used to split the total sputtering yield
from table 2. The results are partial sputtering yields for Ti
and O of respectively 0.041 and 0.164 (i.e. 0.082 for O,).

According to [39], SEEY values must be reduced by 54%
because of magnetic fields inducing a significant recapture
of the electrons by the target for a pressure of 0.5 Pa. Using
corrected SEEYs and equation (7), the number of Ti and O,
molecules which are emitted from targets are evaluated and
presented at figure 4.
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Figure 4. Evolution of target sputtering yield with target poisoning degree. Partial sputtering yield of Ti & O, for poisoned target are
evaluated with both SRIM and value of total sputtering yield from table 2. The three operation modes are defined according to OES

measurements shown on figure 6(a).

This plot can be related to [10] where the authors present
an upgrade of the Berg model for reactive sputtering process
and compute the sputter erosion rate versus reactive gas flow.
Reactive gas flow is directly related to target poisoning degree,
which is spatially non-uniform. While outside the racetrack,
the target quickly falls into oxide mode, inside the racetrack
the oxidation process is much slower.

(3) Regarding the angular distribution of all sputtered parti-
cles, probability of emission is assumed to be proportional
to cos”# with n = 1.5 [37]. Their energy distributions are
evaluated by the Thompson formula [37]:

E

F(E) m

(®)

where U is the surface binding energy (used values are listed
in table 3).

2.4. Pump definition

The pumping system is defined by adding particles absorption
probability to a specific surface of the model. In this case, wall
chemistry is not applied on this surface. The probability, f;, to
absorb a given species is calculated with the following.

First, the classical equation of gas kinetic theory defining
the number of collisions per second onto a surface of area A
is used:

# of collisions IN
time = avh ) ©)
with "—‘f corresponding to gas density and (v) the average gas
velocity. The averaged gas velocity is obtained from the
Maxwellian distribution by:

Table 3. Simulation parameters used in this study.

Parameter Value
Time step 1 pus
Total physical time 3s — 3.0 x 10° iterations
Surface binding energy for Ti 4.89eV
Surface binding energy for TiO, 6eV
Ti and O, cosine exponent L5
Ti wall absorption coefficient 1
Wall temperature 300 K
Gas temperature 300K
Pumping efficiency 2601s™!
Particles weighting factors Ar: 1.0 x 108
Ti: 1.0 x 10'° 0,: 5.0 x 10"

Target-substrate distance 160 mm
Working base pressure (Ar) 0.5 Pa

o) = [ (10)

mm ’

Then, switching the density to the left-hand side of equa-

tion (9) gives the equation of the pumping speed, S,. Indeed, it

is usually defined as the volume of pumped gas per time unit:
A-(v)

=7 (11)

Equation (11) defines the maximal pumping speed of a given
area, A. However, the pumping speed of a real pump is usually
well below this value. To take it into account, the absorption
probability, fi, of a gas entity, with average velocity of (v), by
a surface area A is finally defined by equation (12):

48,

ﬁ:A'_(")’ (12)
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Figure 5. Schematic representation of the reactive growth model
used in this study. Ti atoms are in light grey, O atoms are in dark
grey. Ti atoms may be attached to the film (a) or/and induce
displacement of other atoms (b). Oxygen atom can be attached
(c) or reflected from the film (d) after a diffusion length of Rp.

where S, stands for the pumping speed of the real pump i.e.
260 15" in this study.
Table 3 summarizes the gas phase simulation conditions.

2.5. Film growth simulations

In order to simulate the growth of TiO,, a kinetic Monte Carlo
(kMC) approach on a 3D lattice is used. The model is based
on a kinetic Monte Carlo code NASCAM [40]. The present
work proposes a hit-and-stick model with variable sticking
coefficients and with energy and momentum transfer from
the deposited atoms to the film. The volume of discharge
chamber is the source of fluxes of particle towards the sub-
strate. Generally speaking, NASCAM includes five different
possible fluxes of atomic species in the model:

— Metallic neutral particles,
— Metallic ions,

— Reactive neutral particles,
— Reactive ions,

— Neutral gas atoms.

Each flux is characterized by its own energy distribution
and its own angular distribution. Neutral atoms are supposed
to be low energy particles with broad angular distribution due
to collisions with background gas. On the contrary, ions may
have high energy and sometimes may come to the substrate at
almost normal incident angles.

The critical point of the model is how reactive particles
interact with the film. In this work, the following model is
proposed (figure 5):

(1) Particles are considered to be randomly thrown towards
the substrate with velocities according to energy and inci-
dent angular distribution functions computed by DSMC.

(2) Ti or O atoms may occupy predefined atomic position in
alattice. A simple cubic lattice is used. Such a lattice may
be used as a model for amorphous state of TiO, since no
difference on the crystallographic configuration is made
in this work.

(3) When a Ti atom hits the surface of the growing film, it is
attached with the sticking probability equals to 1.

(4) When an O atom hits the film surface, it is allowed to

diffuse at the surface for a maximum distance Lp. If
no free Ti bound is found, oxygen is then reflected. Lj
parameter was introduced to mimic diffusion of oxygen
atoms along the surface as it was shown in [41]. Lp = 40
A is used to get the proper stoichiometry of titania in
poison mode of the film growth. For the lower values
of Lp, the stoichiometry of the titania film is noticeably
different from 2. It is well known that the reactive flux
is much higher than the flux of metal atoms (see later in
this work). If all reactive atoms would stick to the sur-
face, the resulting film would be over stoichiometric or
only composed of reactive atoms. As this is not the case,
most of the reactive atoms are reflected from the film.
At the same time, the longer reactive atom can diffuse
searching for a non-oxidized spot on the film, the higher
will be the oxidation degree of the film for the same ratio
of reactive flux to metallic flux. The shorter diffusion
length of a reactive atom on the surface means the higher
probability of reflection.
Opposite to DSMC simulations, oxygen attachment is
not a probabilistic event in the kMC model. Whether an
oxygen atom is attached to or reflected from the film is
determined by the local composition of the film. However,
on a long simulation run one can introduce an efficient
sticking coefficient i.e. probability of oxidation reaction
which is equal to the ratio of the oxygen incident flow to
the oxygen content in the film. This point is discussed in
more details in section 3.4 below.

(5) As during the film growth one may expect that fluxes of
particles with non-thermal energies would influence the
process of film growth, a model of interaction of ener-
getic particles with the film is introduced. According to
the model, an incident particle with energy E; transfer
energy to a group of atoms of the film, which is located
within the sphere with radius R centred on collision
site of the particle with the film. All the atoms inside the
sphere get energy equals to )%,Q where N, is the number
of atoms inside the sphere. If the energy of the recoil is
larger than displacement energy and there is an unoc-
cupied lattice site nearby, the recoil is displaced to this
site. The model assumes that only primary recoil and its
nearest neighbours can move i.e. R¢ is equal to a lattice
parameter (=3 A). According to our knowledge, the
displacement threshold energy is not known. However,
this value should be less than the surface binding energy,
which is the required energy to remove an atom from
the surface. Moreover, the displacement energy for each
given collision depends on the number of neighbours of
the recoil. Therefore, the displacement energy for each
elementary collision might be different. For all these rea-
sons, a value of 3eV is used for the displacement energy
in the simulation.
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Table 4. NASCAM simulation parameters used for this study.

Parameter Value
Substrate size (nm) 300 x 3
Number of deposited atoms 3 % 10°

Ti sticking coefficient

O sticking coefficient
Displacement energy (eV)
Oxygen diffusion range, Ly, (nm)

1

From 0 to 1, depending on local film’s surface composition
3

20

(6) As the simulations are performed at room temperature
and the diffusion barriers are rather high ~1eV, the diffu-
sion of deposited atoms are neglected.

(7) The substrate dimensions are 1000 x 10 unit cells,
which correspond to an actual size of approximately
300nm x 3nm, and the total number of deposited atoms,
both titanium and oxygen is 3 x 10°.

(8) Only Ti and O atoms were taken into account for the
simulation of the film growth in accordance to gas phase
simulations.

Although the model gives the possibility to have five dif-
ferent fluxes of depositing species, in the present work we use
only fluxes of neutral titanium and atomic oxygen as they have
been calculated by DSMC simulations i.e. molecular oxygen
from DSMC is converted into atomic oxygen. In other words,
we assume the dissociation of molecular oxygen during
deposition event. If one wants to take into account ion fluxes
towards the substrate then it can be done within the framework
of this model. However, such simulations are out of the scope
of the present study. Parameters of the simulations are sum-
marized in table 4.

One may argue that it is possible to directly compute the
stoichiometry from the DSMC simulation. However, due
to computational resources, it is not possible to run tens of
DSMC calculations. On the opposite, NASCAM is a very
fast simulation tool. By only running a few DSMC’s with dif-
ferent oxygen inlets and extract the particles fluxes towards
substrate, it is possible to link O»/Ti fluxes on substrate with
oxygen inlet and then run as many NASCAM simulations as
required to simulate the complete hysteresis curve.

2.6. Experimental measurements

Titanium dioxide and metallic titanium films are deposited
at room temperature on a water-cooled substrate holder on
silicon wafers and glassy carbon by dual DC magnetron reac-
tive sputtering as described in figure 1. The used targets are 2
inches in diameter, 0.25 inch in thickness and made of pure
Ti (99.995%) provided by the Kurt J. Lesker Company. The
power supplies used are TDK Lambda Genesys, one for each
magnetron. For deposition on glassy carbon, '®0, is used as
reactive gas with the aim to differentiate oxygen from gas inlet
and residual oxygen for compositional and gas phase analysis.
Depositions on a silicon wafer with natural oxygen were per-
formed to investigate the film morphology. Each magnetron
is powered in constant current mode. The sample holder is
grounded. The magnetrons configuration is set to close field

for all the study. The purpose of such a configuration is to limit
the flux of charged species impinging the substrate. Indeed,
in close field, magnetic lines from one magnetron are closed
on the other one. On the contrary, open field configuration
has magnetic lines oriented towards the substrate favouring
plasma expansion towards the substrate [42]. For this study,
it was important to work in closed field to limit the flux of
charged species onto the substrate as only neutral particles
transport is simulated. The oxygen mass flow is controlled by
a Nova Fabrica Ltd regulation system (FloTron™) allowing
feedback regulation control with optical emission signal.

Three experimental parameters were measured during dep-
osition: (i) oxygen partial pressure, (ii) deposition rate, (iii)
targets voltage and (iv) optical emission of Ti. Devices used
for those measurements are the following:

(i) Hiden Analytical HAL 301 mass spectrometer
(ii) Inficon Quartz Crystal Microbalance. The device is
located at centre substrate location.
(iii) Data provided directly by TDK Lambda Genesys power
supply.
(iv) FloTron (Ti: 363 nm)

200nm to 500nm thick coatings were deposited to compare
the experimental stoichiometry with the one predicted by sim-
ulations. Glassy carbon samples stoichiometry is measured
by Rutherford backscattering spectroscopy (RBS) with alpha
particles of 2.0 MeV impinging the sample at normal inci-
dence; the backscattered particles were collected at 135°, 165°
and 175° and spectra were analysed with DataFurnace [43].
RBS is used instead of classical XPS analysis to avoid bias
from preferential sputtering and get proper values of stoichi-
ometry. Moreover, glassy carbon samples had been decided to
avoid channelling in the substrate and overlapping signals of
species during analysis.

3. Results

3.1 Plasma measurements

To measure the discharge parameters, plasma in pure argon
with a flow of 18 sccm (one inlet of 9 scem at each magnetron)
is ignited with a current of 0.5 A for each magnetron. With an
effective pumping speed of about 70 1s~!, the resulting pres-
sure is 0.5 Pa and will be the base pressure for all experiments/
depositions. Then oxygen is added, oxygen inlet varies from
0 to 9scem with steps of 0.5scem. Each step is sustained for
2min and total pressure, deposition rate and target voltages
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Figure 6. Experimental hysteresis curves. (a) Normalized optical
emission yield of Ti. (b) Oxygen partial pressure (Pa). (c) Discharge
voltage (V). (d) Deposition rate (ng/cm*s) as measured by QCM.
For each parameter, the increasing oxygen inlet case is represented
with right-hand oriented triangle and the decreasing oxygen inlet
case with left-hand oriented triangle. For the discharge voltage (c),
both magnetron voltages were recorded.

are recorded. Time integration is then performed to present
data depending on oxygen inlet in figure 6.

3.2. Film deposition and characterization

To study the effect of oxygen concentration in the plasma on
coating properties, several depositions with different oxygen
content in the chamber are performed. These depositions cor-
respond to different location on the hysteresis curve (i.e. Ti
OES plasma intensity). Four different deposition conditions,
as listed in table 5, are chosen: one in metallic mode, two in
the transition zone and finally one in oxide mode.

In the following, references to 2sccm, 4scem, 6 scem and
8scem will be done. It corresponds to the oxygen inlet used
for the corresponding DSMC simulations. The recorded depo-
sition rate is the averaged value over the deposition. It is cal-
culated by measuring the deposition time and sample’s final

Table 5. Experimental conditions of the depositions. The
deposition rates in this table are calculated thanks to deposition time
and final thickness. Data in brackets reflect the flow variation to
keep the OES Ti yield constant.

Transition
Metallic zone Oxide

Parameters #1 #2 #3 #4
OES Ti normalized intensity ~ 0.88 0.70 045 0.10
Corresponding O, inlet (sccm) 2 [3-4] [5-6] 8
Deposition rate As™h 2.1 33 24 0.24
Deposition time (s) 1736 1389 1263 8224
Initial vacuum (Pa) <13 x 1073
Films composition  Ti (%) 64.1 36.6 334 333

O (%) 359 63.4 66.6 66.6

Table 6. Experiment-simulation comparison of gas partial pressure
in steady state regime. Arrows next to O, inlet depict whether the
simulation starts from metallic mode (/) or oxide mode (\,).

Ar (Pa) 0, (Pa)
Oyinlet  Exp. Sim. Exp.'°0,  Exp.'®0,  Sim.
2scem /050 048 03 %103 29x 103 1.6 x107°?
4scem /050 048 12x 107 48x 1073 56 %1073
5scem / 050 048 0.014 0.072 0.054
6scem / 050 047 0.017 0.128 0.131
8scem / 050 047 0.016 0.177 0.172
4scem \, 0.50 048 0.010 0.078 0.077
3scem\, 050 048 7.9 x 103 0.044 0.034

thickness. This last measurement is performed with Dektak
equipment.

3.3. DSMC simulations

Transport simulations by DSMC are performed in several
steps. First, the partial pressure of Ar and O, is computed
assuming no sputtering. Results are presented in table 6 and
compared with the experimental data. One can observe a near
perfect agreement except for very low partial pressure where
pressure is below mass spectrometer sensitivity.

Second, simulations including sputtering and surface
chemistry as described above are performed. All simulations
start without oxygen and with an initial surface oxidation of
90% 1i.e. initially targets are also 90% oxidized. Figure 7 pre-
sents the sample holder absorption of oxygen and titanium
over time.

Final oxygen partial pressure of both experiments and
simulations are plotted in figure 8 for the same experimental
values as in figure 6.

Computational time for each point was about 160h on 96
CPUs. Angular and energy distributions of particles arriving
at the substrate are sampled at different locations as depicted
in figure 1. As the total pressure variation for the deposition
with different oxygen content in the chamber is only of 30%,
particles distributions have the same shape. For this reason
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Figure 8. Comparison of oxygen partial pressure from DSMC (stars and octogons) and mass spectroscopy measurements (dashed curve).

Stars stand for simulations starting with an initial O; partial pressure
point i.e. O, partial pressure of 0.18 Pa.

only the 8 sccm O inlet is presented. Figures 9 and 10 respec-
tively corresponds to centre and corner substrate location.

Finally, figure 11 shows the fluxes expressed in SCCM
toward the substrate as computed by DSMC. Ar is the major
flow, O, and Ti flows evolved according to the O, inlet.

3.4. Film growth simulation and related properties

The final simulation step is to use particle fluxes, their
angular and energy distributions and simulate film growth
with NASCAM. In total, 15 simulations were performed; 4
directly with the data from DSMC and 11 by modifying the

of 0 Pa and octogons for simulations starting from the 8 sccm star

O,/Ti incident flow ratio to extrapolate film stoichiometry for
other oxygen inlets. The results are presented in figure 12 as
well as film stoichiometry measured by RBS. Stoichiometry
derived from DSMC'’s via the substrate final deposition rate
at the desired location on the sample holder is also plotted
for comparison. A classical S shape curved is obtained for
the computed and measured concentrations versus the O/Ti
incident flow. Stoichiometric films are obtained for O/Ti flow
larger than ~80. Along with the results of the stoichiometry,
the percentage of the reflected oxygen is presented on the
same plot. As one can see, the model of film growth gives the
proper behaviour of this parameter. The reflected oxygen also
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Figure 9. Angular and energy distributions in a steady state regime at central substrate location extracted from DSMC (8 sccm).
Normalized angular distribution of oxygen (a): normalized angular distribution of titanium (b); normalized energy distribution of both

species (c).

exhibits an S shaped curve, to reach almost 100% in poisoned
mode when oxygen is in excess in gas phase by several order
of magnitude compared to titanium. One can easily get the
relationship between O/Ti incident number of atoms (x), the
stoichiometry (s) and the relative amount of reflected oxygen
(r). Let us define f(O) and f(Ti), respectively the flux of
oxygen and titanium toward the substrate. Let us also define
N(O) and N(Ti), respectively, as the amount of oxygen and
titanium into the film.

(13)

S =

N(Ti)" {14

Then, the relative amount of oxygen reflected on the film is:

_ 1 _ N©O)
r=1- 7o
— 1 _ sN(T)
= 70)

(15)

As the sticking coefficient of Ti is 1, all the incident titanium

atoms are attached to the film
N (Ti) = f(Ti). (16)

Finally,

r=1—- -,
X

(17)

When the oxygen fraction of the incident flow is low,
x < 1, the amount of reflected oxygen grows linearly with x.
At x > 1 most of the oxygen is reflected, as the surface tends
to be fully oxidized.

Generally speaking, one could define ; as the effective
sticking coefficient of O for high reactive metal film. Partial
Ti and TiO; fractions of the film, f1; and 61,0, are introduced
to allow comparison of the computed effective sticking coef-
ficient with sticking coefficient used in DSMC simulations:

O1i0, = (18)

| @

Ori = 1 — b0, (19)

The effective sticking coefficient of oxygen as calculated from
NASCAM simulations is plotted on figure 13 along with the
sticking coefficient used for DSMCs.

Figure 14 shows a side-by-side comparison of TiO> morph-
ology as measured by X-SEM and simulated by NASCAM (3
million atoms each simulation). One can see the development
of columns for the corner sample, while at the centre location,
the sample is more dense and with no tilted columns.
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Figure 15 presents the comparison of the column angles
() and column width of corner samples for each deposi-
tion condition obtained by SEM pictures and by NASCAM
simulations.

4. Discussion

The mass deposition rate is decreasing by a factor of 10 with
the increase of oxygen inlet from 2 to 8 sccm (figure 6). This is

in agreement with the calculated titanium flow to the substrate
(by DSMC), which also shows a drop by a factor of 10 (see
figure 11). The reason of this drop can be found on figure 4,
partial sputtering yield of titanium decreases from 0.56 to
0.048 when switching to poisoned mode. Hence it is not prob-
able to grow over-stoichiometric titanium oxide (i.e. TiOy
X > 2), it is the titanium flow which rules the film growth. For
the 2 sccm and 4 scem cases, by comparing figures 6 and 7 one
can see that the mass deposition rate increases while Ti flow
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remains almost constant. This is simply due to the formation
of TiO, whose mass is larger than Ti.

Figure 7 presents the relative fluxes of titanium and oxygen
on the sample holder. It shows that at 2sccm oxygen inlet,
the process operates in metallic mode. A stable value of about
80% of incoming species is titanium. The 4 sccm case is close
to steady state behaviour after 3s of real time simulation.
Indeed, after 3s of simulation, the titanium flow onto the sub-
strate has decreases of about 15% which corresponds to the
experimental decrease of OES Ti yield used for the feedback
control loop. The 6sccm case has the same behaviour as the
4scem case with a switch to oxide mode after 1.8 seconds. As
it can be expected, the 8sccm case exhibits a fast drop into
oxide mode after only 0.35s.

Oxygen partial pressures as calculated by DSMC are com-
pared to experimental values in figure 8. The comparison of
simulated oxygen partial pressure and experimental values

shows a very good agreement. Since DSMC calculations com-
pute O, partial pressure in the whole chamber volume, it is
possible to extract values at the mass spectrometer location.
It is very important to pay attention to this aspect. Indeed, for
low O; inlet, the O, partial pressure in the chamber is highly
non-uniform. It strongly depends on gas inlet location, reac-
tive gas flow, chamber design and magnetron current. Other
simulation tools may be used to predict the hysteresis of such
common reactive magnetron sputtering (usually implementing
Berg model [8, 9, 44]) such as RSD [15], however they do not
compute the transport of reactive gas over chamber volume
and therefore do not allow calculation of particle fluxes onto
the substrate. Another advantage of a DSMC approach is the
possibility to obtain energy and angular distributions of each
species simulated as well as their absolute flows. Knowing
those data is essential if one wants to think about evaluating
film growth by using other simulation tools.

59



Tonneau Romain

The role of neutral particles

J. Phys. D: Appl. Phys. 51 (2018) 195202

R Tonneau et a/

2 sccm

4 sccm

8 sccm

Figure 14. Comparison of the film’s structure between SEM analyses and NASCAM simulations for the corner sample located along the

hysteresis curve.

Figures 9 and 10 present the angular and energy distri-
butions at the different substrate locations of titanium and
oxygen. The oxygen angular distributions (figures 9(a) and
10(a)) are broad and have no preferential direction because it
is part of the background pressure, and therefore the energy
distribution is thermalized-Maxwellian like. The titanium case
is very different as it only originates from sputtered cathodes.
The angular distribution (figures 9(b) and 10(b)) is narrower
and two hot spots are observed, one at § = 45° and the other
one at f# = —45°. It corresponds to the directions of magne-
trons from the sample point of view.

The energy distribution of titanium (figures 9(c) and 10(c))
exhibits two components. The first one, at low energy is very
similar to the oxygen one and corresponds to thermalized
titanium. The second one, at energies higher than 0.3eV is
the tail of the initial Thomson distribution slightly shifted to
the lower energies as atoms collide in gas phase. DSMC time
dependent simulations also reveal that Ti angular distribution
at the sample surface does not evolve during all the deposi-
tion process on the contrary to oxygen. At the early stage of
the discharge (~10ms), the sputtered oxygen corresponds to
initial oxygen on targets surface as all surfaces started 90%
oxidized. As time went on, all chambers’ surfaces oxidized
and the overall partial pressure of oxygen increased, i.e. sput-
tered oxygen will spend more time in gas phase before to be
absorbed by Ti on surface or pumped out. For this reason, the
angular distribution of sputtered oxygen exhibits no more pref-
erential direction after several seconds. At this time, almost all
sputtered oxygen reaching the substrate is thermalized.

Figure 12 shows the comparison of computed DSMC and
NASCAM film stoichiometry and the experimental ones.
One can see that transition from metal to oxide mode occurs
between 2 and 4sccm. This is in relation with the inversion
of the Ti and O, flow as demonstrated on figure 11. On the

one hand, titanium flow decreases due to target poisoning and
walls oxidation. On the other hand, oxygen partial pressure
increases so does oxygen flow toward the substrate. For the
same oxygen and titanium flow, the surface is more likely
metallic. Indeed a titanium atom has a probability of 1 to stick
on the surface. It is not the case for molecular oxygen. If such
a molecule hits the substrate on an oxidized site, the molecule
is not absorbed and is reflected instead. The more the surface
is oxidized, the less the probability for an oxygen molecule to
find a metallic titanium. Therefore, most of the oxygen species
are reflected as shown in the same figure. It is worth to empha-
size that in DSMC simulation, oxidation events are probabil-
istic as stated by equation (1). It only depends on the metallic
fraction of titanium on surface (f1;). In NASCAM simulations
oxidation events i.e. atoms of oxygen sticking to the surface,
are purely deterministic, no random number is involved. It
only depends on the local surface composition of the film.
Although it is close to the probability of the oxidation as it
is introduced in the DSMC model, there are some differences
between the effective sticking coefficient obtained from film
growth simulations and the DSMC model (figure 13). These
discrepancies can be attributed to the fact that splitting the
content of the film into pure Ti and TiO, is not quite correct.
Also, one can distinguish partial fractions of the surface as in
DSMC and in the film as they are discussed here, it can be dif-
ferent. These differences between the two models explain the
discrepancies of figure 12 regarding stoichiometry.

Finally, figure 14 compares evolution of the corner loca-
tion film cross section along the hysteresis curve as measured
experimentally by SEM with those obtained by simulation.
One can see the presence of columns which are reproduced
by simulations. Reported column’s tilting angle (3) values
averaged over six columns are plotted on figure 15. In addi-
tion, for the purpose of discussion, the simulated values for
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Figure 15. Comparison of column angles (/3) of corner sample for NASCAM simulation and experimental coatings.

pure metallic deposition (no oxygen) are presented. An
almost linear decrease with the oxygen flow is observed. In
the metallic mode, film growth is mainly ruled by the flow of
titanium atoms which come from targets i.e. with a preferen-
tial incoming direction. Directional atoms land on the sub-
strate and according to the hit and stick film growth model,
give rise to columns which are the result of shadowing effect
as described in [45]. In the oxide mode, film growth is ruled
both by titanium and oxygen flow, with high partial oxygen
pressure. As oxygen comes uniformly from the whole space
of the vacuum chamber, there is no preferential direction for
incoming O, (see figures 9 and 10) and so no related shad-
owing effect for oxygen. The fluxes combination of these two
species may explain the smaller value of column tilting angle
in simulations for the oxide mode. It has to be noted that the
decrease of column angle is temperature dependent. Indeed, for
non-cooled substrate previous work demonstrated an increase
of 3 while switching from metallic to oxide mode [46, 47]. Itis
explained by atoms diffusion. When oxygen atoms are added,
they reduce the diffusion of Ti atoms by fixing it. The net result
is an increase of 3 as mobility of deposited atoms is reduced. It
is also worth pointing out that only neutral species were taken
into account in simulations, though ions usually have much
higher mean energies than neutral species. So a fraction of the
energy brought to the substrate is neglected, which could result
in slightly different film morphology. Indeed, as energetic par-
ticles arrive to the film mostly from one side, they force the
deposited atoms to move in the same direction than the impact.
Thus, the effect of energetic flow is to straighten out the col-
umns. This may be the reason why the experimental tilting
angles of the columns are smaller than those obtained in the
simulations. In addition to ions, radiations may also impact the
film growth. In [48], the authors tried to make a distinction
between the energy flux brought by plasma species and infra-
red (IR) radiation emanating from the heated target. In a bal-
anced magnetron discharge of 400 W they conclude that 36%
of the energy flux towards the target is from IR radiation. The
effect of radiation is to heat up the substrate. This energetic

contribution is not taken into account in the used NASCAM
simulations, given the substrate is water-cooled.

Also, it is not possible to infer anything regarding film
crystallinity as the main parameter influencing it is energy
brought to the substrate [48]. Moreover it is now well admitted
[49-51] that in oxide mode, O~ ions are generated at target sur-
face and can then reach substrate location with very high energy
(a few hundreds of eV). Even in very limited quantity, those
ions influence film growth and are worth a dedicated study. This
is why there is on-going work on taking ions into account, both
in plasma phase simulations and in film growth modelling.

5. Conclusion

A multi-scale plasma deposition process simulation chain was
demonstrated. The current model allows transport modelling
of sputtered material in gas phase with a DSMC algorithm
dedicated to neutral species. A Berg-like wall chemistry was
setup to model reactive absorption on all surfaces. Angular
and energy distributions were extracted at desired locations
and were used to model film growth by kMC. This model-
ling strategy was successfully applied on the study of TiOy<,
film growth from metal to oxide regime and in a geometry
involving two magnetrons and low ion bombardment of
water-cooled substrate. The model accurately reproduced the
composition and morphology of deposited.

The growth of amorphous TiOy film is explained by means
of a so-called hit-and-stick model extended by the attachment
rules for reactive species. Deposited atoms of Ti are attached
to the film at the same place where they hit it. The sticking
coefficient of the oxygen depends of the local oxidation degree
of the deposited film. Indeed, oxygen can only be attached to
non-fully oxidized Ti atoms in the vicinity of the hitting place.
Ti flow rules the final morphology. Non-directional oxygen
flow reduces by a small amount the column angle. Simulations
can very accurately reproduce the films composition and offer
a way to compute the effective sticking coefficient of reactive
species on sub-stoichiometric films. In this work, it was also
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shown both by experiment and by simulation that in reactive
magnetron sputtering, metallic species are acting as a back-
bone for the film morphology, the role of oxygen and ions
(Ti*, O, ...) being mostly related to crystalline phase selec-
tion, crystallinity and density. Therefore as a perspective, the
next step is to include charged species into the simulation pro-
cess. It requires calculation of both the electric and magnetic
fields during the transport modelling of particles.
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6 The challenge of modelling charged particles

The previous chapter laid the foundations of Virtual Coater by successfully combining
DMSC and k-MC algorithms to model the neutral particles involved in the deposition
of TiOx by reactive magnetron sputtering. The next step is the addition of charged
particles within the simulation framework i.e., the point (c) of the VC flowchart in Figure
15. However, the task is not straightforward as the simulation of charged particles
requires a new type of simulation algorithm with new constraints on the cell size and

time step, considerably reducing the accessible physical time of the simulation.

These constraints are explained and discussed in the following dedicated article
published in 2020 in Plasma Sources Science and Technology [81]. A solution to
overcome these limitations is proposed and applied to the case of a pure Ar discharge
with a Ti target. As PICMC simulations are more resource consuming than DSMC
ones, the study is performed on a smaller scale model involving only one magnetron.
The model includes the following species: Ar, Ar*, Ti, Ti* and electrons. All cross
sections included are also presented in the article. The simulation results are
compared to experimental Langmuir probe characterization of the discharge. The
application domain over the discharge current density of the PICMC simulations is
evaluated. Even though the approach does not enable to simulate plasma with high
ionization degree, it is proven suitable for the DC case. The major findings reported in

the article are the followings:

1. A scaling strategy of the PICMC simulations is validated using Langmuir probe
measurements.

2. The various species are to be scaled up according to their creation mechanism
e.g., sputtered species scale with the discharge power while electron scales
with the discharge current.

3. The PICMC algorithm does capture the complex physics of magnetized
discharges. E x B inherent instabilities of the electrons are predicted and match

the proposed scaling strategy.

These published results indicated that it is possible to scale up the computed

guantities of PICMC simulations i.e., densities, fluxes and reaction rate of collisions up
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to realistic values used in real depositions. Therefore, all the tools to perform full scale
simulations are ready, and the final article presented in the next chapter (chapter 7) of
this thesis is related to the addition of the PICMC algorithm to the Virtual Coater

concept and to elucidate the role of energetic particles during film growth.
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1. Introduction

Magnetron sputtering is a highly successtul plasma deposition
technique supporting a large variety of applications. Under-
standing the magnetron discharge physics is still of prime
importunce for the optimisation of the film properties, The
electron kineties plays a major role for the plasma species
(electrons, ions and neutrals) production, and the determina-
tion of electron density, temperature and distribution func-
tion are mandatory. In this respect, the plasma modelling is
a valuable tool to estimate these physical quantities when
experimental investigations are limited.

Fluid models as simulation algorithm are not suitable
because of the magnetron sputtering low pressure operation
runge [ 1, 2]. When the electron mean free path largely exceeds
the characteristic length of the discharge, the kinetic and self-
consistent PICMC modelling method is the most appropri-
ate [3, 4], It simulates a reduced number of particles (called
super-particles) in the discharge, whose fate is computed by
solving the Newton-Lorentz equation, coupled with Maxwell
equations for electric and magnetic fields self-consistent com-
putation. Monte-Carlo methods, which compute the particles
scattering and final velocities, usually handle the collisions.
Surfaces and particle interactions are modelled by considering
reflection, absorption and emission at such boundaries. When
fully implemented and mastered, the PICMC approach is very
powerful and helps to understand the plasma discharge. In
combination with additional subsequent simulation methods
like kinetic Monte-Carlo also insights about the film growth
can be gained [5].

Unfortunately, the main drawback of this method is the
enormous computational resources needed to perlorm a full-
scale simulation. To ease the required computational effort,
most of the available codes use 1D or 2D geometries [6-10]
but discrepancies between 2D and 3D simulations of the saume
magnetron discharge have been reported | 7] because 2D mod-
els principally cannot account for plasma instabilities occur-
ring in electron drift direction, Therefore, 3D simulation is
mandatory (o capture the proper physies of the discharge.
Unfortunately, comparison with real power used in reactors
is not direct because simulations can be performed only at
low current densities, Indeed, the PICMC method requires dis-
cretizing the 3D geometry in small cells, which have to match
some physical constraints. One of those is the resolution of
the electric potential for which the cell size has to be of the
same order of magnitude than the Debye length. According
o [11], a constraint of cell size lower than 3.4 Debye length
is sufficient. Assuming an electron temperature of 3 ¢V and
applying the previous considerations, a typical electron den-
sity achievable by PICMC algorithms is 2 x 10'* (m '), The
corresponding Debye length for such density is 288 x 10 °
(m) leading to a possible cell size of | mm. However, typi-
cally experimental magnetron discharges exhibit electron den-
sities as high as 1 % 10" (m 7). This would require a cell size
lower than =138 x 10~ %m), leading to a cell number of larger
thanl x 10' for a coater of 0.1 m*, This clearly exceeds the
numerical resources of today’s high-performance computer
facilities as further explained in section 2. In order to work

around this limitation, the electron density has to be reduced
to increase the Debye length and therefore allow larger cell
size. Consequently, 3D simulations are performed at low cur-
rent densities, i.e. few 10 £A em 2, For simulations at such
low current densities, the question arises if they are suitable to
explain the discharge behaviour at more realistic current den-
sities and what should be the rule of thumb to apply if one
wants (o extrapolate the caleulations to real discharge current
conditions. This paper nims to answer these questions by using
3D PICMC simulations for a typical Ti magnetron discharge
in pure Ar.

Literature already contains hints regarding the scalability
of sputtered species (neutrals), In magnetron sputtering pro-
cesses, it is admitted that the amount of sputtered species is
proportional to the discharge power. Indeed, the analytical
model of the sputtering yield 5, introduced by Sigmund [12]
can be approximated by:

6 vk
Taput = m”a (n

with £ the ions energy, v the energy transfer factor for an
clastic collision, U/ the surfuce binding energy and o a dimen-
sionless function of the incoming particle and target atom
mass ratio, This equation shows that the sputter yield increases
linearly with the incoming ion energy. Moreover, assuming
the ions hitting the target gained kinetic energy crossing the
plasma sheath and if the discharge potential (Vi) is equal to
the potential drop through the plasma sheath, one can rewrite
equation (1):

6 veViiun
n —_—

et 1
Vput an? U, (s ) (2)

with e the electron charge.
The number of atoms sputtered per second, N, can be
expressed by:

N = Liisch

) Taput(§ l) (1)
C'(l ""?'c.cff) -

with /.. the discharge current and =,y the effective sec-
ondary emission electron yield [13]. Combining equations (2)
and (3):

[ o

= s s [ 4 Vi | N 4
U ‘7.-)’“'“" diveh X Paien(s™7) - (4)

The number of sputtered atoms is then proportional to the dis-
charge power as also confirmed by experimental studies e.g.
reported in [ 14]. Nowadays however, literature does not con-
tain any information regarding the evolution of ionized sput-
tered species with the discharge parameters, The reason is
twofold: (i) it is hard to collect quantitative data on ion species
in DC magnetron sputtering (DCMS) and (ii) the density of
the ionized sputtered species is very low as the ionization
degree is also very low in DCMS. Therefore, a possible way
1o overcome these limitations is to use computer modelling
to get more insight on the plasma dynamics operating in DC
mode.
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Figure 1. PICMC algorithm functional diagram.

Table 1. Physical and numerical values for typical low-pressure magnetron

discharge condition,

Parameters Value

P 0.5 (Pa)

o 10 "(m%)

¢ 16021 « 10 '(C)

m, 91091 = 107 (kg)

€9 8.8542 % 10 "(Fm™")
T, 3eV)

N 1.207 % 10¥(particle/m’)
ne 1« 107 (m Y

Ve 1.399 x 107(Hz)

Wpe 1.784 5 10"(Hz)

Ap 40.7 % 10 %(m)

2. PIC-MC and model description

The classical PIC-MC method is to use a 2D or 3D geom-
etry and divide it into smaller cells forming the simulation
grid. Super-particles are added into the simulation grid. Then,
motion and Maxwell equations are resolved inside each cell
for a At step time., The simulation principle is summarized in
figure 1.

For a magnetron discharge, the magnetic field is pre-
computed from the magnet geometry and material, and is
superimposed to the simulation grid,

The magnetic field is assumed constant throughout the sim-
ulation. In contrast, the electrie field is computed at each time
step as it evolves with the charged particles motion. After
each time step, particles are paired up with the other particles
located in the same computational cell and the collision proba-
bility (according to cross sections) is computed for these pairs.
Because the computational time step has to be small compared
to the average time between collisions, and the collision prob-
ability of a given particle in a cell should be less than one,
the time step and cell dimension have to be defined accord-
ingly for the most important species: the electrons. For that

purpose, the method published by [11] was used. First, the cell
size has to be small enough to resolve the electric potential dis-
tribution i.e. the same order of magnitude as the Debye length:
Ax < 3.4\p. The Debye length can be computed according to
the following formula;

ol \ "2
Ap = | — (m) (5)

with ¢ the electron charge, n, the electron density and &, the
dielectric permittivity.

Second, the time step has to be small enough so that
the resulting step frequency is lower than both the electron
collision frequency (equation (6)) and the electron plasma
frequency (equation (7)), Those quantities are respectively
computed by the following equations:

8
Ve = No L] (Hz) (6)
\ e

2 1/2
e = (ﬂ) (H2) ™
Spme
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Table 2. Cross sections implemented in PICMC model.

Momentum  Transfer  Charge Transfer Electron Impact lonization Excitation
Ar + Ar Tit + Ar  Ar' + Ar[20) Ar + ¢ [21) Ar+e[ll1.5eV][21)
Art 4 Ar T+ T+ ¢[22)
¢+ Ar Ti+T'
T + Ar
1078 "
—+— Ar Excitation
~» = Ar lonization
-19 | S
10 —+— Ti lonization
N—
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S 10
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Figure 2. Elcctron impact ionization, and total excitation cross sections, Total excitation cross sections arce obtained by summing up all

partial excitation cross sections.

where N is the neutral species density, o the electron-neutral
collision cross section, T the electron temperature given in eV
und my the electron mass.

Those three quantities and the related parameters value
are calculated and listed in tuble | for typical experimental
discharge conditions [15].

On the one hand, the proper resolution of the electron
motion within the magnetic field restricts the time step to
Ar < 5 % 10 "'(s). On the other hand, the cell size limitation
leads to a cell volume of 2.63 x 10 "*(m?) i.e. 3.8 x 10" cells
for a 0.1 (m") simulation volume (cylinder 20 cm radius and
80 mm length around the magnetron). This number of cells
would by far exceed the numerical resources of any High-
Performance Computer (HPC) installation. In order to ensure
proper collision statistics and to have a reasonable number of
charged super particles per Debye sphere [2, 16], we assume
that each cell contains at least 50 super particles in average.
One super particle has at least 7 double-precision variables for
velocity and position vectors as well as residual time, this sums
up to an overall memory allocation of 100 TB for the particle
data only.

In order to work around this cell size constraint, the elec-
tron density has to be reduced by diminishing the discharge
current density to increase the Debye length and therefore
allow greater cell size. Reducing electron density to 10" (m )
decreases the number of cells to 3.8 x 107 ie. 100 GB of

particle data, which is still a large amount but doable with
today's HPC resources,

In this work, the PICMC code developed at the Fraunhofer
IST [17-19] is used with a discharge current ranging from
3 mA to 16 mA. The plasma chemical reactions used in the
model are summarized in table 2.

All other momentum transfer collision cross sections are
implemented from the Born—-Mayer Potentials as already dis-
cussed in [23]. Electron impact ionization, Ar-e¢ transfer
momentum and total excitation cross sections of species of
interest are presented in figure 2. For all the simulation cases,
electron-electron collisions are neglected.

2.1. Geometrical coater description and simulation
parameters

A magnetron chamber equipped with a 2 inch magnetron
with a 99.9995% pure Ti target was used for this work
[23]. It was powered by a TDK Lambda Genesys PSU
and operated in constant current mode. The chamber was
pumped with a 260 1 s~" turbomolecular pump and the base
pressure was better than 1.3 % 107 Pa, The working pres-
sure was 0.5 Pa for all experiments. A reduced 3D geome-
try with the volume of 6.53 | (see figure 3) is used for the
simulations,

The magnetron is composed of a yoke with 14 attached
cylindrical and identical magnets, | central and 13 evenly
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Chamber view
%

Magnets configuration

Figure 3. Single magnetron model definition (unit: mm),

Table 3. Simulation parameters of the Ti
this work

Ar magnetron discharge computed in

Parameter

Vulue

Time step

Total physical time

Initial gas temperature

Surface binding energy for Ti

Tt cosine exponent

Wall temperature

Neutral particles weighting [actors
Charged particles weighting factors
Working base pressure (Ar)

Initial charged density (m=*)

Secondary electron emission yield (SEEY)

A" (300 ¢V) sputter yield on Ti
Ti' (300 ¢V) sputter yield on Ti
Tiand Ti" sticking coefficient

2.0 < 10 "(s)
150 s > 7.5 = 10° iterations
300K )
4.8%(eV)

1.5
J0K)

Ar: 2.5 x 10"Ti: 3.5 = 10°
e A L0 x 108 T 2.0 x 10
0.5(Pa)

e A L0 2 109 T 0
0,114 [24]

0.54
0.35
|

separated as outer magnet ring. The magnets have a 10.2 (mm)
diameter, a 15.0 (imm) length and are made of NdFeB. Prior o
plasma simulation, the magnetic field is computed on the simu-
lation grid. As in front of the target a higher electron density is
expected than elsewhere in the simulation box, the cell size is
fine-tuned within the geometry. The simulation box is divided
into several segments, While the current simulation code does
not support hanging nodes, the cell spacing perpendicular to
the target—i.e. the direction where the highest gradients in
electric potential occur—can be adjusted from one segment to
another, The resulting number of cells i1s 1001 250 for low cur-
rent simulations (g, < 40 pA.em %, 0. < 5 % 10 m *)and
6525000 for higher current simulations (/g < 75 pA.cm ™,
fe < 1 % 10" m ). Simulation parameters are summarized
in table 3.

The base pressure of Ar is identical for cach simulation,
No gas inlet is defined, as the neutral distribution is assumed
to not evolve on such a short time scale (150 ps) for stan-
dard DCMS. For very high current densities, as found in high-
power impulse magnetron sputtering, the present assumption
would be no more valid due to the sputter wind [25]. Walls are
defined such as Ar ions are neutralized while hitting a surface,
resulting in the emission of one Ar and one possible electron
with a probability of 0,114, Sputtering events are implemented
using the sputtering yields listed in table 3. Sputtering yield is
assumed constant over the simulation, Sputtered Ti atoms are
emitted according to a Thompson like distribution for energy
distribution and a cosine exponent for angular distribution. The
surface binding energy and the cosine exponent are also listed
in the related table. Secondary electrons are emitted from the
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Figure 4. 2D absolute B field strength map in the vicinity of the
magnetron, The langmuir probe location, the racetrack location
and the cylinder involved in data mining are also indicated on the
plot.

cathode with a uniform energy distribution within the range
0-10 (V).

2.2. Langmuir probe measurements and calculations

Plasma characterization is performed using a Langmuir probe
ESPION from Hiden Analytical. A tungsten tip with a length
of 12 mm and a radius of 300 gm is used. It is located
inside the plasma and biased positively or negatively to
draw electron or ion current, The probe tip is placed par-
allel to the target surface ie. perpendicular to the mag-
netic field at two distances from the cathode surface: 10
and 15 mm. According to simulation results, the magnetic
field intensity quickly drops below 19 mT in front of the
target,

Previous works [26, 27| have demonstrated that the mag-
netic field does not influence the /-V characteristic of a
cylindrical Langmuir probe if the probe radius is lower than the
electrons Larmor radius and if the probe is perpendicular to the
magnetic field, The Larmor radius of an electron is calculated
by:

VZmeT,
Ly = ——— (m) (%)
e
Fora 3 ¢V electron, the caleulated Ly ina 19 mT B field is 305
jim. Thus, the magnetic field influence is neglected for the low
energy range.

The simulations are mainly focused on the electron char-
acteristics, since these particles are the ones driving the
discharges. The electron density is extracted from a cylinder
of 15 mm (probe physical dimension) radius perpendicularly
aligned with the target surface as depicted in figure 4. The
obtained values are the mean electron densities extracted from
within the 2 mm thick cylindrical slices of the simulation vol-
ume. For each simulation, two slices centred at 10 mm and 15
mm away from the target are used.

3. Results

First, the discharge behaviour is experimentally characterized
by recording the power, current and voltage triplet over a wide
range of values, see figure 5.

Current values are divided by the surface of the 2 inches
target to display current density values instead, The amount
of sputtered Ti is caleulated using Equation (3) by assuming a
constant secondary electron emission yield (table 3) and using
the sputtering yield fit of Ti bombard by Ar* ions [28]. Ar*
ion energy is evaluated assuming the plasma sheath potential
drop is equal to the discharge voltage. A linear relationship
with the discharge power is observed.

In total, 13 simulations at various discharge pow-
ersfeurrents were performed (table 4),

All simulations exhibit the same general spatial distribu-
tions of particles. The 1.26 mA.em * case is used as an
example. The particle densities and electric potential are time
average over the last 50 ps of physical simulation time and 2D
maps of the median plane are presented on figure 6,

The background gas is Ar and therefore exhibits a homoge-
neous spatial distribution (figure 6(A)). Electron and Ar* have
the same spatial distribution as it can be seen on figures 6(C)
and (D). Their densities are maximal in front of the target. The
Ti* (figure 6(F)) shows the same behaviour but with about two
or three orders of magnitude lower absolute values, Regarding
Ti, two hot spots can be observed on figure 6(E), which corre-
spond to the intersection of the 2D cut plane with the circular
sputter erosion track, close to the regions of maximum den-
sity for electron and Ar* ions, The density of Ti is decreasing
with the distance from the target surfuce. Finally, the electric
potential is plotted on figure 6(B). The potential has positive
homogenecous values all over the simulation volume except in
front of the target, At y-positions 10 and — 10 mm, the poten-
tial gradient in front of the target surface is higher than any
other location, These two locations match with the two hot
spots observed for the Ti density and those of the electron and
Ar™ densities.

Electron densities, at vertical distances to the target of 10
and 15 mm, as measured by the Langmuir probe and computed
by simulation are plotted together as a function of the discharge
current on figure 7. The curves are fitted with linear functions
and presented in a log-log scale, in order to easily display the
evolution over several decades, both on electron densities and
discharge currents.

Figure 8 plots the simulated evolution of the reaction rates
of electron impact ionisation for both Ar and Ti and electron
impact excitation for Ar, averaged over the whole simulation
volume as a function of the discharge current density.

One cun see that the evolution of the Ar ion curve
(figure 8(A)) is different to the Ti ions one (figure 8(B)),
Indeed, data of the Ar related collisions can be fitted with a lin-
car function, while Ti ionization requires a quadratic function
10 be fitted versus the discharge current density. In addition,
the reaction rate of Ti ionization is 10*~10" lower than the Ar
ionization, in agreement with a typical ionization rates of DC
magnetron sputtering (< 1%).
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Figure 5. Experimental discharge power parameters, Sputtered 11 is calculated using discharge voltage and current values along with
sputtering yield of Ti, secondary electron emission yield is assumed constant. Calculated values are expressed in scem

(1scem 2 4,478 x 10" particles - s '),

Table 4. Discharge parameters of the simulations.

Discharge power (W) Discharge current density (mA.cm ?) Discharge voltage (V)
1.0 0.61 2494
1.1 0.67 2478
1.2 0.73 2481
1.3 0.80 247.6
1.4 0.86 240,3
1.5 0.92 246.7
1.6 0.99 2473
1.7 1.06 2442
1.8 1.12 243.6
1.9 1.19 242,1
20 1.26 2425
3.0 1.74 2676
4.0 2.37 270.6

Simulations also enables to compute the fluxes of particles
along the target axis. Fluxes of Ar*, Ti, Ti* and electrons were
extracted in the same fashion as the electron density. The com-
puted fluxes averaged for each slice are plotted in figure 9.
Fluxes oriented towards the target are negative, while fluxes
moving away from the target are positive values. In order to
better show the variations, different scales were used for each
sub-figure,

Below 3.3 mm, the net electron flux is close to zero and
becomes positive further away with first a quick increase.
A maximum is reached for all cases at 9.5 mm and after-
ward the fluxes stabilize and slowly decrease. The flux of the
main ion species, Ar', is plotted in figure 9(C). The global
behaviour is similar to electrons except that the magnitude
of the negative flux is 40 1o 50 times greater than the pos-
itive flux. Moreover, the sign changes within a 15-20 mm
range which corresponds to the slope of the electric poten-

tial, Figure 9(B) shows the flux of the sputtered species, Ti.
Values are positives, throughout the whole simulation domain
and decrease with higher distance from target. Finally, the
Ti" flux is plotted in figure 9(C). The general behaviour is
similar to the other ion species, Ar', but in this case, the
negative magnitude is only 10 times higher than the positive
one,

In order to study the possible scalability of the simula-
tions with the discharge current, the data from figure 9 were
compared at several distances from the target in figure 10,

The respective fluxes of all species are extracted at vertical
distances from the target of 30, 45, 60, and 75 mm, They are
normalized with the lowest discharge current case, and plot-
ted as a function of different variables, Those variables are
selected based on the scaling trends highlighted by figure 8,
50 that each data set has a linear behaviour, X-axis variables
will be explained and discussed later in this paper. All plots
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Figure 6. 2D maps of the median plane from the 1.26 mA.em* case
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All maps are time averaged over the last 50 ys of simulation,

(A)(CH(D)-(E)-(F) Spatial distribution of particle densities. (B) Spatial distribution of the electric potential (plasma potentinl), A zoom over

the plasma sheath with the target surface is incrusted

exhibit a perfect linear relationship with their respective x-
variable, The same normalization procedure applies for the
experimentally calculated Ti flux emitted by the target added
on figure 1O(B).

4. Discussion

Modelling a plasma discharge with a PICMC method requires

great computer resources and must be performed within
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parameters of cach normalized reactions rates are shown, as well as the Pearson correlation coefficient R,

numerical constraints, One of those is the limitation is the elec-
tron density, which implies a limited discharge power. In order
to scale up the simulations to real power/current discharge, it
is necessary to analyse the plasma ionization region because,
first, it is the source of particles, and second, the discharge has
to operate in a similar mode than the experimental one. The
simulation model can be applied to low discharge current den-
sities (these results are not presented in this paper)leading to
dark discharge instead of a glow discharge [29]. Typically, for
current densities below 10774 - em™2, the discharge is in the
self-sustained Townsend mode. In this case, very few ioniza-
ton events take place and a thick sheath is observed, as the
cathode potential is screened by the few charged species gen-
erated. The Debye length is large and in the magnetic confine-
ment region (MCR), the electric potential is low (< =100V)
and electrons are not energetic. Only those escaping the MCR
can cross the whole cathode potential trough the large sheath
and generate some ionization events, Consequently, two sepa-
rate regions with two different electron density are observed.
One in front of the cathode, due to the E x B field and the other
one a few centimetres away, where electrons have crossed the
whole cathode potential,

Increasing the current induces an increase of both the sec-
ondary electrons (SE) emission from the cathode and the
electron density. When the electron density is high enough,
1onization events are most likely to occur in the MCR and the
cathode sheath decreases, so that SE can gain a large frac-
tion of the cathode voltage, With such a geometry, and for
discharge current densities higher than 107%A - cm™2, only
one ‘high' electron density region is observed near the cath-
ode, with a steady decrease of the density while escaping the
MCR when moving away from the cathode. This can be easily
understood as a large fraction of ionization events (i.e. charged
particles generation) take place in the MCR, and when flying

away from the MCR, electrons are not trapped by the mag-
netic field anymore, and can diffuse. The behaviour of the
electron density was already reported by previous works in
similar pressure and power conditions with Langmuir probes
[30, 31).

Therefore, when comparing simulation and experimental
data, best is to probe the ionization region where most of the
ionization occurs. For this reason, both the experimental and
simulated Langmuir probes were placed in the ionization zone
1e. 10 and 15 mm away from the cathode (figure 4). At such
adistance, the probe is also far enough from the MCR, so that
the effect of the magnetic field is negligible. The measured and
simulated electron densities are presented in figure 7, where
both of them exhibit a linear dependence with the discharge
current. Simulated electron densities were averaged within a
cylinder whose radius has similar length than the Langmuir
probe filument and is 2 mm thick. Simulated and experimen-
tal data fit together on a straight line in both the 10 and 15
mm cases. The 15 mm case has higher density values due to
the magnetic field. Indeed, one can see the distribution of the
electron density on figure 6, at 10 mm from the target the den-
sity is lower than at 15 mm which is closer o the magnetic
null region (darker region in figure 4). The fitted normalized
curves slopes hoth exhibit positive values lower than 1. The
origin of the linear trend observed in figure 7 is twofold: (i) the
ion induced secondary electron (SE) emission from the cath-
ode and (ii) electron creation in the gas by impact ionization,
The SE emission can be related to the discharge current by the
following relationship:

Laiven = Tionn(1 + Yeerr) (A) 9)

With /g the ion current onto the target and +, .y the effective
ion induced secondary emission electron yield (SEEY). v, .
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differs from +, by including the probability of ionization in the
sheath and the probability of SE recapture at the target.

Over the typical DCMS working conditions (200-500 V),
SEEY for a clean metallic target can be considered constant
[24]. Therefore, the number of SE is directly proportional to
the discharge current. Regarding the electron creation in the
gas phase by electron impact ionization, this number depend
on the initial number of SE emitted by the target, the fraction
ol the SE that causes ionization before they are lost from the
system and the average number of new bulk electrons created
through ionization cascade caused by SE, The average number
of bulk electrons created by SE is mainly related to the elec-
tron energy distribution function (EEDF) of the bulk electron
population and the nature of the background gas. In the present
study, the nature of the background gas is always Ar, therefore
there is no change of collision cross section. The fraction of

SE that causes ionization before they are lost can be assumed
as coater dependant (geometry, magnetic arrangement, pres-
sure, ... ) and is thus also constant. Finally, assuming a constant
EEDF of the bulk electron population over the discharge con-
ditions, which is the largest electron population, leads to an
electron density linearly dependent of the discharge current i.e.
the number of electrons generated in the plasma bulk is driven
by the SE and each SE produces, on average, the same number
of bulk electrons.

The gas phase electron generation originates from col-
lisions cascades of energetic electrons. Interestingly, their
creation through argon ionization also exhibits a linear
dependence with the discharge current density, as shown in
figure 8(A). The same applies for Ar excitation and their slopes
are close to one. To understand these observations, one has to
consider the reaction rates formalism, which, for the collision
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electrons (figure A), sputtered titanium (figure B), Arions (figure C)und Ti

1ons (figure D). On figures (C) und (D), time average electric

potential for a discharge current density of 1.26 mA em ™ and along an axis-centred line is added for illustration (green lines),

of two species A and B in a zero-dimensional volume can be
expressed as [32).

Rag = nang // [ve1oas (Uet) SACT A)6(T8))]

x d*vad*vg (m s

(10
With oapthe collision cross-section of the two involved
species, thgtheir relative velocity and fa, fg their respective
velocity distribution functions.

For electron-impact ionization, the velocity of the
atom/molecule is negligible as electrons are much lighter, In
this case, equation (10) becomes:

Rae = nant /lw,\.-(mf,(i';)d‘v, m*sh) o an
Finally, using spherical coordinates and changing electron
velocity, v, to electron energy, E:

P—

(2 [
R,\r — IIAH‘-\,'; / ﬂ,\c(E)/[-(E)EdE (m ‘.\' l) (12)

With [ f (E) VEAE = 1.

If the EEDF is assumed to be constunt over the discharge
condition range, then the production rate R, will also scale
linearly with the electron density as [ Eoae (E) fp(E)E =
constunt., as observed in figure 8(A ). The electron impact exci-
tation average reaction yield is slightly below the electron
impact ionization yield, It was an expected result, as excitation

by electron has a similar cross section as excitation by electron
but with a higher maximal yield,

For Ti, the situation is slightly different, In figure 8(B),
the reaction rate of the Ti ionization collisions is plotted and
fitted against the discharge current. In this case, the relation-
ship is quadratic instead of linear. This can be explained as
followed: the production of Ti ions depends on the produc-
tion of two other species, sputtered Ti and electrons. Rewriting
equation (12) in the case of Ti ionization gives:

3

Ryi—e = NiNe V""% /nn, (£) fe(EYEAE (m s ™"y (13)
As previously discussed, in the ionization region ne is propor-
tional to the discharge current:

e X Lgisch (14)

According to equation (3), the production of sputtered species
(Ny;) can be expressed as:

. Idm-h =]
Nl E) "“_—w“up..u(ﬁ) (s ) (15)
With 7, (£), the sputtering yield of Ti,
Using, equation (1) and rewriting equation (15) :
Nri (1, E) o Byiseh g (E) % Lagon-Visisen = Pisen (16)

Therefore, the production of sputtered titanium is proportional
to the discharge power,
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Figure 10. Simulated evolution of the species flux for 4 different vertical distances to the target. Figure (A): evolution of the normalized
electron flux with the normalized discharge current. Figure (B): evolution of the normalized Ti flux as o function of the normalized discharge
power. The measured flux of 11 emitted by the target, as calculated on figure 5, is added for comparison. ‘The same normalization parameters
are applied. Figure (C): normalized flux of Ar ions with the normalized discharge current, Figure (D): evolution of the normalized Ti ions
flux as o function of the normalized product of the discharge power with the discharge current,

Finally, combining equation (13), equation (14) and
equation (16) gives:
Rrj-e x l.i..u. Viisch (17)
The quadratic dependence is the one observed in figure 8(B).
Up to now, the PICMC simulation method is demonstrated
1o be a valuable tool to predict the electron density and the pro-
duction rate of ionization products, One additional particular
feature of using this plasma simulation method is the possibil-
ity to get a better insight of the plasma dynamic and electrons.
Neutrals and ions fluxes can also be derived. This is of par-
ticular interest if one wants to understand the origin of the
species, which give rise to the film growth and infer on how
to scale up the simulated fluxes to derive a realistic full cur-
rent density situation of an experimental magnetron deposition
process. Figure 9 plots the species flux components alongside
the x-direction, normal to the target surface. The most obvi-
ous behaviour is the one of sputtered Ti in figure 9(B). The
target being the sole source of Ti via sputtering events, the
flux is high close to the target and then continuously drops
while escaping the target due to diffusion in the background
gas (see figure 6(E)). According to the simulations, the ion-
ization degree is about 10, Therefore, loss of Ti neutrals by
ionization is negligible and the Ti* concentration is very low
as shown in figure 6(F), Ti* exhibits two behaviours with the
target distance: at the target, the net flux is oriented towards
the cathode while 10 mm away, the net flux is oriented towards

the substrate, IFa titanium atom is ionized close enough to the
target, it will be back attracted to the target and will partici-
pate to sputtering (self-sputtering). Due to the very low ion-
ization degree, the self-sputtering is 10" lower than sputtering
by Ar'" (figure 9%C)). The Ar ions exhibit the same global
behaviour as the Ti ons, except their flux switches from a
negative to a positive sign at a larger distance from the cath-
ode. This phenomenon can be related to the Kinetic energy of
the initial neutral atoms. For Ar, the Kinetic energy is ther-
mally distributed (39 meV), while for Ti atoms, the initial
energy distribution has a Thompson-like shape, with a max-
imum around 2.4 eV and an energy tail leading to several
100 eV, Moreover, the initial angular distribution of sputtered
species is oriented towards the substrate. Combined, these ini-
tial parameters confer the sputtered atoms a substrate oriented
initial momentum, allowing them to overcome a small nega-
tive potential barrier once ionized, which is not the case ol Ar
ions. The electric potential evolution supports the explanation
as it switches from negative to positive values at a distance
to target of 11.2 mm and stabilize at 8-9 V, 15 mm from the
target,

Electron flux is plotted in figure 9(A). At first, the elec-
tron flux increases, reaches a maximum at 9.5 mm and
then slowly decreases down to the substrate, However, in
front of the target, the electron net flux is close to zero
i.e. electrons seem to not move towards the target neither
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Figure 11. 2D maps of the electron density (+.1 column), the Arion density (+.2 column) and the plasma potential (+.3 column) for various
distances from the target. The simulated current density is 1.26 mA ¢m °, The arrow on the top left map indicates the direction of the spoke
rotation

towards the plasma bulk. The reason is because not all sec-  the target due the magnetic field shape in this region [13],
ondary electrons emitted from the cathode are interacting  Therefore, the net flux tends to zero close to the target
with the gas phase. A large fraction of them can reach back  surface.

79



Tonneau Romain

The challenge of modelling charged particles

Plasma Sources Scl. Technol, 29 (2020) 115007

A Tonneau ot ol

In the same fashion as the electron density and the reac-
tion rates, figure 10 shows the scaling laws of species fluxes
with the discharge parameters at various distances from the
target. The electron flux, in figure 10(A), exhibits a linear
dependence with the discharge current. Indeed, the more the
discharge current increases, the more the electron density
increases and the more electrons escape the MCR via the
magnetic null region, At this location, the plasma potential is
steady regarding the discharge current as sheath effects and
E x B instabilities happen closer from the target. The flux of
electrons is directional; as electrons are not magnetized any-
more, they can travel a large distance without interacting with
other species. Therefore, as the plasma potential is uniform,
the flux remains directional, even several centimetres away
from the target. Regarding all the other species, they behave
differently 1o electrons, as they diffuse inside the background
gas and interact with it more frequently, At 0.5 Pa and room
temperature, the typical meun free path is about 1.3 cm, The
flux of Ar ions, in figure 10(C), scales lincarly with the dis-
charge current. However, the longer distance from the tar-
get, the more the diffusion occurs and the less the slope of
the fluxes fits over the distance, The sputtered Ti flux and
the Ti ions fluxes exhibit the same behaviour as the Ar ions,
except they scale lincarly with other parameters. The Ti flux
(figure 10(B)) lincarly scales with the discharge power, as pre-
viously explained, while the Ti ions flux linearly scales with
the product of the discharge power by the discharge current.
Those scaling laws are the same as the ones demonstrated for
the reaction rates evolution. Along with the Ti flux computed
by the simulations, the amount of Ti sputtered by the target,
calculated from the experimental /V curve (figure 5), is added
on figure 10(B). The same normalization procedure is applied
on those data to demonstrate their fit with the simulation
resulls.

As previously stated, one of the major improvements of
3D PICMC simulations is that it accounts for the inherent
instabilities of £ x B plasma discharges called spokes. Many
studies have been formulated several explanations to describe
the behaviour of these self-organizing structures [33-36]. The
interested reader is encouraged to rely on the literature for the
explanation regarding the origin of the spokes. This paper is
focused on their impact on the discharge behaviour and their
potential implications on the upscaling laws of the PICMC
simulations, Previously another team using the same software
had already reported the formation of spokes in their simu-
lutions |7]. All simulations performed for this study exhibits
spokes creation. For each case, only one spoke is observed
and rotate in the — E x B direction, the same observation had
already been experimentally reported by Anders ef al in [21]
for the DCMS regime, They had also measured the velocity of
the ionization zones in the range 3-10 km s ', In the present
study, all velocities are in the range 2.7-3 km s~ ', No relation-
ship with the discharge current is observed. The 1.26 mA cm 2
case is used to display the structure of the rotating spoke, see
figure 11,

The arrow of the top left map indicates the rotating direc-
tion of the spoke. From this figure, it is clear that the Ar*
density follows the electron density as it was already noticed

1"

on figure 6. The negative potential of the target is more effi-
ciently screened in the spoke region due to the increased num-
ber of charge curriers, Therefore, a higher plasma potentiul
is observed in this region, see right column +.3 of figure 11,
When increasing the target distance, the charged particles den-
sity decreases and the high-density zone is moved towards the
target central axis i.e. towards the magnetic null region. In the
MCR the charged particles density can be seen as i rotating
high-density region forming a dome like structure whose apex
is at the magnetic null point and whose base is parallel to the
target surface,

The data from the simulations are used to track the spoke
locations and compute their mean electron density i.¢. the aver-
age density value within the volume in which the electron
density is greater or equal to 75% of the maximal density
value, The spoke motion is tracked down each microseconds
of simulation time and the average density is time averaged
over the last 50 ps of simulation. The results are plotted on
figure 12,

A remarkable correlation between the discharge current
density and the average spoke density is obtained. The found
relationship between the average electron density of the spokes
and the discharge current density is linear as it was also
observed on figure 7 for the electron density outside the
MCR.

The spoke being the space region with the highest charged
density and being located in the close vicinity of the target,
it is the region where the plasma sheath will be the small-
est. Therefore, one could consider the spoke density as one
of the main limiting factors within the simulations. As previ-
ously explained the simulation cell size is related to the Debye
length, the less the Debye length, the greater the total num-
ber of cells and with it, the simulation time and the amount of
required memory,

Finally, knowing how the electron density, the reactions
rates and the species fluxes scale with the discharge parame-
ters, one can specify the various plasma discharge conditions,
which can be simulated and scaled up with the assumptions of
this work: (i) the electrons originate either from the homoge-
neous reactions happening in the gas phase or from secondary
emission, and (ii) the electron energy distribution is constant
over the DCMS standard range conditions. Figure 13 illus-
trates the different electric discharge regimes and indicates the
simulation range along with the up-scalable domain,

This well-known graph was originally dedicated to the
classical DC electrical discharge between parallel-plane elec-
trodes. Therefore, the discharge current density values have
been adapted from [37] to fit with the typical magnetron dis-
charge values, Except for the normal/abnormal glow transition
the qualitative behaviour of the magnetron discharge is iden-
tical. Indeed, the abnormal glow transition occurs when the
discharge covers the whole cathode. The voltage then begins
to increase significantly in order to compensate the lack of
new surfuce 1o cover. In the case of magnetically enhanced
plasma discharges, the plasma is inherently confined and can-
not expands over the whole cathode surface. The magnetron
discharges can be considerate as operating mostly in abnormal
glow mode.
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Figure 13. Basic glow discharge (adapted from [37]) structure indicating what is the accessible range for the simulation (green), the
upscalable range (yellow) and the out of range domain (red) i.e. unaccessible with the considered simulation model.

As simulations are mainly constraint by electron density,
simulations can be performed overall the dark discharge mode
and up to the normal glow discharge. Simulation data can be
up-scaled beyond this domain. However, the up-scaled laws
are only valid as long as the discharge is governed by back-
ground gas ionization. When the discharge current density is
increased, the electron density increases. This leads to several
new phenomena: (a) an increase of the ionization degree of
the discharge, i.e. the increase of sputtered atom ions, which
can affect the scaling law of the sputtered atoms, the electron
density and the sputtering itself, as self-sputtering is less effi-
cient, (b) the heating up of the target, with possible thermionic
electron emission and (¢) un increase in electron-electron

interactions, which are not included in the present simula-
tion model. Electron-electron collisions would also have the
side effect of drastically modilying the EEDFE, while a con-
stant EEDF is one of the base assumptions to apply the scaling
strategy. Therefore, the scale-up laws described in this work
are valid up to abnormal glow regimes. Regimes close 1o are
discharge and arc discharges cannot be reached with the pre-
sented strategy, However, those discharge modes are unlikely
to be reached by a DC magnetron device as it would certainly
permanently damage the target and/or the magnets due to over-
heating. For the magnetron configuration used in this study,
this experimental limit is reach for current densities higher than
S0 mA em?.
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Table 5. Scaling parameters highlighted by the present study.

Species Scaling purameter
Ar Constant
Electron Liaeh

Art Liinch
Sputtered metal Pyt

lonized sputtered metal Liinen Ptisch

5. Conclusions

A single magnetron 3D model was set up and a Particle-in-
Cell Monte-Carlo code was used to model a magnetron dis-
charge for various discharge current densities, Due to numer-
ical constraints, it is not possible to simulate at real discharge
power, Therefore, a scaling strategy was studied and validated
by Langmuir probe measurements. This was done in order to
be able to scale-up simulation results to real discharge cur-
rent densities, assuming the following assumptions: (i) the
electrons originate either from the reactions happening in the
gas phase or from secondary emission and (ii) the electron
energy distribution is constant. The species fluxes towards
the substrate were also investigated with the simulations, and
upscaling laws were derived. The results are presented in
table 5.

It was established that the presented 3D model accounts for
the inherent instabilities of £ x B plasma discharges called
spokes. The spokes were tracked over the time and it was
demonstrated that their evolution with the discharge param-
eters follows the same law as the global electron density i.e.
linear scale with the discharge current.

Finally, the validity domain of both the simulation model
and the scaling laws were highlighted for the glow discharge
case. The simulution model can be applied as such in the dark
discharge and the normal glow discharge cases, The upscaling
strategy can then be used to infer particle densities/fluxes for
the abnormal glow discharge mode, For late abnormal glow
discharge and arc discharge modes, the present simulation
model cannot be used. In addition, the spoke instabilities have
been identified as one the main limiting factor for the simu-
lation as they are the space region with the highest electron
density.
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7 The role of charged particles

With Chapter 6, the last necessary piece of tool required for the design of the Virtual

Coater was introduced and validated.

The present chapter aims to close the loop of the VC concept as presented in chapter
4, by putting together the three software packages of the VC flowchart from Figure 15.
Its goal is to answer the following questions: what are the effects of charged particles

on the final film properties? Overall, can Virtual Coater predict these properties?

For this purpose, DSMC simulations are restarted in order to include atomic oxygen
as new neutral particle. The results are used as input to new PICMC simulation in
order to capture information about charged particles within the dual magnetron coater.
The particle fluxes are then scaled up according to the laws described in chapter 6
and extended to the case of reactive magnetron sputtering. O2* ions are assumed to
follow the same laws as Ar*ions, as Oz is also part of the background gas. O* ions are
assumed to follow the same law as Ti* ions, as being produced at first by sputtering.
Finally, the flux of O ions is assumed proportional to the discharge current density as

most of the negative ions hitting the substrate are produced at the target surface.

Angular and energy distributions of the particles are inputs for thin film growth by
Nascam simulations. The addition of energetic particles in Nascam simulations
enables to efficiently predict the tilting column angles of the coating subject to a higher
flux of O ions.

It has to be mentioned that a new version of Nascam was used for this part of the
thesis. Indeed, in version 4.7, energetic particles were transferring their energy only in
a very local area i.e., only to their first neighbours; the subsequent collision cascade
was therefore not accounted for. The new Nascam version (V5) implements a binary
collision approximation (BCA) algorithm, which enables a more accurate description
of the collision cascades and therefore a better description of the energy transfer to

the growing film. More details can be found in Annex 1 .1.

The main findings of this part can be resumed as follow:
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1. The computed densities and fluxes of the charged and neutral species enable
to predict the final coating morphology. Indeed, Nascam simulations accurately
reproduce the column tilting angles of the inclined samples.

2. The growth of an amorphous TiOz2 thin film in the transition region is explained

by the inhibition of the Ti diffusion occurring on the surface of the growing film.

The O ions flux is demonstrated to be highly directional and responsible for the
crystallization of the coatings by drastically increasing the Normalized Energy Flux
(NEF) towards the substrate location.
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Abstract

In this paper, a previously established 3D multi-scale simulation chain of plasma deposition
process, based on a combination of a Direct Simulation Monte Carlo (gas phase) algorithm and
a kinetic Monte Carlo (film growth) code, is improved by the addition of a Particle-in-Cell
Monte Carlo Collision algorithm in order to take into account and clarify the role of charged
particles. The kinetic Monte Carlo code is also extended with a binary collision approximation
algorithm to handle charged particles. This modelling strategy is successfully applied to the
growth of TiO; thin films by means of reactive magnetron sputtering. In order to highlight the
effects of negative oxygen ions, two substrate locations are selected: one in the median plane
of the targets and another one off-median plane. The model efficiently predicts the densities
and fluxes of both charged and neutral particles towards the substrate. Typical results such as
particle densities, the discharge current density and ion flux onto the target and the various
substrate locations are calculated. The angular distribution and energy distribution of all
involved particles are sampled at these very same substrate locations and the NAnoSCAle
Modelling (NASCAM) code implementing the kinetic Monte Carlo approach, uses these results
to explain the morphology of the experimentally deposited coatings. The changes throughout
the transition from metallic deposition to stoichiometric TiO-, of the columnar structure of the
deposited films is explained by the suppression of the atom diffusion, on the growing film, due
to Ti oxidation. Moreover, the high energy negative atomic oxygen ions originating from the
targets are identified as origin of the abnormally low inclination of the columnar structure
experimentally observed for the oxide mode coatings. Measurements of the normalized energy
flux (energy per deposited atom) is experimentally investigated to support and highlight the

important role of energetic particles during film growth.
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1. Introduction

Nowadays, reactive magnetron sputtering (RMS) is a well-mastered process used for the
production of various thin films whose properties can widely differ from their bulk equivalent
because of ultra-fast condensation of species coming from the plasma. The plasma/surface
interactions during the film growth are the driving forces for those peculiar properties [1] and
linking those interactions with the characteristics of the materials at a nanoscale level is of great
scientific interest. This is especially true when the film growth takes place by condensation of
neutral species but also energetic particles (ions and atoms).

The influence and the generation of charged species in the RMS gas phase has been
thoroughly studied in the last decades, and some computer models have been proposed [2—4].
Unfortunately, most of them involve computational modelling of separated phenomena taking
place either at the target, on the substrate, or in the gas phase. The present study aims to use
today’s numerical capabilities in order to simulate a complete chain of mechanisms occurring
in RMS deposition processes; i.e., from plasma ignition at the target, transport in the gas phase
to film growth at desired substrate location. For that purpose, particle-in-cell Monte Carlo
modelling of the plasma phase, and kinetic Monte-Carlo (kMC) modelling of film growth are
combined together into a Virtual Coater to simulate the RMS deposition of titanium dioxide.
Indeed, TiOz thin films are nowadays involved in a large range of applications [5-9], making it
an interesting system to study. The deposition of thin TiOz thin films by RMS generally results
in coatings which can be either fully amorphous or comprise two different crystalline phases,
namely anatase and rutile [10]. Those phases exhibit different physical properties. On the one
hand, the rutile phase has a higher mass density and a high refractive index making it suitable
for applications like anti-reflective coatings [11,12]. On the other hand, the anatase phase is

hydrophilic and exhibits a high photocatalytic activity, making it suitable for self-cleaning [13],
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antibacterial and antimicrobial surfaces [14—16] as well as anti-fogging applications for optical
coatings [17,18].

In a previous work [19], the role of the neutral species in the growth of TiOz was investigated
with Direct Simulation Monte Carlo (DSMC) modelling combined with kMC modelling. One
of the key features was the addition of a wall chemistry similar to Berg’s model [20] to model
reactive absorption on surfaces. Angular and energy distributions of film forming species are
extracted at substrate locations and used to model film growth via the kinetic Monte Carlo
method using the NASCAM implementation [21]. This modelling strategy accurately
reproduces the composition and morphology of deposited columnar coatings, but when
compared with experimental results, the angles of the columns are overestimated by the
simulations and the deviation increases with the oxygen content in the discharge. This first
model approach is characterised by the absence of any charged particles and therefore atom
relocation due to energy transfer is not considered. The present study aims to improve the
simulation model. For that purpose, plasma modelling via the particle-in-cell Monte Carlo
(PICMC) method is first added to the simulation chain in order to get insights about the creation
and transport of charged particles and their role on the growth of TiO; as deposited by RMS.
Second, experimental deposition of Ti in either metallic, transition or full oxide mode is
performed on flat substrate oriented either perpendicularly or tilted with respect to the mean
sputter flux direction facing the targets or placed in a location that prevents energetic ions like
O to participate to the film growth. Indeed, negative oxygen ions in RMS is a well-documented
topic, and most of the related articles are focussed on experiments to reveal their existence [44—
47] and to elaborate on their impacts on the film growth [48—50]. Unfortunately, the literature
is not as extensive regarding the modelling of their production yield. One of the best approach
was performed by Mahieu et al [51] who included negative oxygen ion emission from an Al203

target in the SIMTRA [39] model. Simulation results were compared to experimental

4
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measurements obtained from energy resolved mass spectrometry. They demonstrated that the
energy and spatial distributions of the high-energy O ions can be reproduced by creating those
ions at the target surface and computing their transport through the neutral gas. In the same
study, they also showed that the amount of high-energy negative ions steeply increases when
the target switches from metallic to oxide mode and exhibits a plateau when in the oxide mode.
Therefore, the amount of high energy O depends on the target condition and not on the Oz
partial pressure.

In the present study, extensive characterization of the film morphology as a function of process
dynamics are provided by scanning electron microscopy (SEM), atomic force spectroscopy
(AFM), optical emission spectroscopy (OES) and active thermal probe (ATP). The
experimental results are compared with simulations to gather a full picture of the physical

phenomena happening during the growth of the thin films.
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2. Materials and methods

2.1. Gas phase model description

The kinetic and self-consistent PICMC method is the most appropriate for the low-pressure
RMS processes [4,5]. This technique simulates a reduced number of representative particles
(called super-particles) in the discharge and computes their trajectory by solving the Newton-
Lorentz equation coupled with the Poisson equation for self-consistent computation of the
charge and electric potential distribution in electrostatic approximation. The collisions are
managed by a Monte-Carlo method that computes the scattering and final velocities of particles.
The PICMC simulations performed in the current study involve ten species: Ar, O», O, Ti, Ar*,
0%, O, O, Ti* and electrons. All PICMC simulations start with an initial background gas
distribution as obtained from previous DSMC simulation runs, including a dynamic wall
chemistry model as described in [19]. The subsequent PICMC simulations are running for a
physical time interval of 150 ps, long enough to reach steady state from the charged particles
point of view.

The code used to perform both, the DSMC and PICMC simulations has been developed at
the Fraunhofer IST [22-24]. In DSMC maode, the code handles only neutral particles and wall
chemistry while the PICMC mode enables computation of charged particle’s trajectories in a
self-consistent electric field plus a previously computed constant magnetic field. Both
simulation methods are alternatingly iterated to reach steady-state solution for both neutral and
charged particles. Indeed, when dealing with charged species, the inherent numerical
constraints of the PICMC method [25] impose strict limitation on the upper values for cell
spacing and time step, and therefore only a physical time interval of a few hundreds of
microseconds can be simulated with feasible computational effort. While that may be already
sufficient to get steady-state regarding charged particles, it is not the case for neutral particles

which usually require several milliseconds or even seconds depending on the geometry and
6
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reaction chemistry. To solve this, a time-scale splitting method is applied to achieve steady-
state for both, charged and neutral species. It assumes a constant neutral particle distribution
during plasma time scale and constant plasma properties during the time scale of neutral
transport. The absence of charged particles in the DSMC method allows to use larger cell
spacing and time step. Combining DSMC and PICMC methods is therefore the strategy to put
in place to simulate a complete plasma deposition process. It is important to note that the DSMC
algorithm always uses the real 3D geometry of the coater while a volume reduced geometry is
used with the PICMC algorithm. For the PICMC algorithm being most resource consuming, the
smallest geometry as possible is used with this method to improve the overall simulation speed.

The chart of Figure 1 illustrates the iterative workflow used to perform the present study.
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C | Species fluxes from 4 !
]

Figure 1 Simulation workflow chart

First, the DSMC algorithm is used with Ar only within the real 3D geometry to simulate
the sputter gas distribution in the chamber. Second, the PICMC algorithm is used to compute
the absorption profile of ions onto the target in order to obtain the racetrack profile. Third, a
reactive gas inlet, wall chemistry and sputtered particles are included in the DSMC simulation
model. The racetrack profile taken from the second simulation enables to use a realistic

emission profile of particles sputtered from the target. The combination of these three

8
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simulations steps has been already successfully used in our previous work to predict the well
know hysteresis behaviour of reactive deposition of TiO; by RMS [19]. The fourth step uses
the neutral particle distributions as simulated at step three in order to compute the distributions
of charged particles in a simplified 3D geometry (Figure 2.A). That ensures the model treatment
of all the species, namely Ar, Oz, O, Ti, Ar*, O2*, O*, O, Ti*, condensing on the substrate.
Finally, a kinetic Monte Carlo (kMC) algorithm as described in [19] is used to perform film
growth simulations based on the outputs of step 4.

A detailed description of the Ti / TiO; wall reaction chemistry used within the DSMC
method and relevant model parameters used can be found in [19]. In this previous study, for the
sake of simplicity and due to the lack of plasma simulation, oxygen dissociation and hence,
atomic oxygen was not included in the model. This simplification is no more valid for the
present study as its very purpose is to study the effect of charged particles. Thus, the model is
extended with the following:

- Atomic oxygen is included as additional species.

- The material sputtered by the target is either Ti or O.

- The reactive wall model includes formation of TiO; and TiO from metallic Ti. The
sticking coefficient of O is assumed to be the same as Oz (value of 1). The sticking
coefficients of O and Oz onto TiO sites are assumed to be 1 and 0. For TiO; sites all
oxygen sticking coefficients are set to 0.

The Variable Soft Sphere Model [26,27] is used to handle collisions between the process gases
Ar, Oz and O. The same assumption as in [19] is made for collisions between Ti and O: an
average of the Ti-Ti and O-O cross sections is taken due to the non-availability of more accurate
data. The same conclusions regarding film growth are obtained with this updated model i.e. the

Ti flux rules the final morphology of the coatings and the deposited Ti acts as a backbone for
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the growing films. Moreover, the addition of atomic oxygen does not change the columnar

orientation of the films.

Besides the neutral species related cross-sections, the PICMC algorithm implements 36 more

cross sections involving charged species. All the cross-sections used along with their references

are gathered in Table 1.

# Reaction Type Ref
Momentum transfer collisions
(1) Ar + Ar - Ar + Ar VSS [26]
(2) Ar + Art > Ar + Art Qw(e) [28]
(3) Ar +Ti - Ar +Ti BM [29,30]
4 Ar + Tit - Ar +Ti* BM Same as (3)
(5) Ti+Ti - Ti +Ti BM [29,30]
6) Ar + 0 - Ar +0 BM [29,30]
(7) Ar*+ Ti - Ar* +Ti BM Same as (3)
@& 0,4+ 0,- 0,+ 0, VSS [26]
9 Ti+Tit->Ti +Tit BM Same as (5)
(10) Ar + 0, - Ar + 0, VSS [26,27]
(11) e+ Ar —» e+ Ar Qw (e) [28]
(12) O, + 0 = 0, +0 BM [29,30]
(13) Ti + 0, = Ti +0, BM Average of (5) & (8)
(14) 0+ 05 - 0 +05 BM [29,30]
(15 Ti + 0 ->Ti +0 BM [29,30]
(16) 0+ 0 - 0 +0 BM [29,30]
(17) Ar + 0" - Ar + 0~ BM Same as (6)

10
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(18) Art+ 0 —» Art +0 BM Same as (6)
(19 Ti+ O - Ti +0~ BM Same as (15)
(20) Tit+ 0 - Tit +0 BM Same as (15)
21 0+ 0" - 0 +0~ BM Same as (16)
(22) 0,+ 07 = 0, +0° BM Average of (16) & (8)
(23) Ti*+ 0, » Ti* +0, BM Same as (13)
(24) Ti+ 035 - Ti +05 BM Same as (13)
(25) e+ 0, > e+ 0, a(e) [31]
Charge transfer collisions
(26) Ar + Art = ArT + Ar Quw(e) [28]
(27) Ar + 0,7 > Art +0, a(e) (32]
(28) 0,+ 0F - 0f + 0, o(€) [33]
(29) Art+0, > Ar + 0,* a(e) [34]
Excitation collisions

(30) e + Ar - e +Ar” Qw(e) (28]
(31) e + 0, = e + 0y(a'py) o(e) [31]
(32) e + 0, = e + 0,(43%%]) a(e) [31]
(33) e + 0, — e + 0,(B3%y) o(e) [31]
B4 e+0, »e +02(CIE;) o(e) [31]
(35) e + 0, = e + 0,(B3%, + 'A)) a(€) [31]
(36) e + 0, = e + 0,(b'E)) o(e) [31]
BN e+ 0, »e+0,(v=1) a(e) [31]
38) e+ 0; e +0;,(v=2) o(€) [31]

11
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B3 e+ 0, > e +0,v=3) a(e)

Tonization collisions

[31]

(40) e + Ar —» 2e + Art
41) e + 0, > 2e +0,"
(42) e + Ti—> 2e +Ti*
43) e + 0 = 2e +07

(44) e + 0, - 0+ 0~

o(€)
a(e)
a(e)
a(e)
a(e)

(28]
[31]
[35]
[36]

[37)

Table 1 List of the cross sections implemented in the PICMC model. The references of the cross sections (o(€)),

the Born-Mayer-Type interatomic potential parameters (BM) or the various integrated transport cross sections

Qw(€;), are listed in the last column. Due to lack of data un the literature some reaction cross sections are

assumed as identical as other known ones. In this case, the reference column indicates to which other collision

the reaction relates to.
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Plasma-Wall interactions

In addition to interactions in the plasma, charged particles also interact with the walls through
reflection, neutralization, adsorption or creation of new particles. All included positive ions in
the present study are assumed to neutralize after reflection at the walls (sticking coefficient of
0). For negative charge species (electrons and O), their sticking coefficient is set to 1 for all
surfaces.

Positive ions near the target can bombard the target surface. While the sputtering behaviour of
metallic targets is well documented in the literature [38—41], this is not the case with oxidized
targets sputtered by ions with energy lower than 500 eV. For reactive processes, 02" is assumed
to be dissociated at target surface (as the ion kinetic energy is much larger than the binding
energy of the molecular ion), and each fragment keeps half of the initial kinetic energy of the
molecular ion. TRIDYN simulations [42,43] are used to evaluate the sputter yield for both
metallic (pure Ti) and fully oxidized targets (TiO: ). For the transition case, the target is assumed
to consist of both metallic Ti or TiO; sites emitting particles independently from their
neighbours. In the present model, sputtered TiO2 molecules are decomposed into Ti and O», and
the overall sputter flux consists of a linear combination of the sputtered particles from either Ti
or TiO». Secondary electron emission yield values are listed in Table 2. The backscattering of
positive ions hitting the target at high energy is not included in the model. Indeed, this
phenomenon is significant only for high atomic mass target materials.

Additionally, negative atomic oxygen ions are included in the model by assigning a negative
ion emission yield (yo-) to the TiO; material, where y,- is the probability for an incoming ion
to generate a negative oxygen ion. Unfortunately, to the best of our knowledge, no predictive
model exists to estimate the amount of created O at the target. Moreover, as the O ions are
accelerated in the cathode sheath, their angular distribution is very narrow, leading to significant

sensitivity on the placement of mass spectrometry measurements. Recently Moens et al. [52]
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demonstrated the non-negligible effect of space-charge to the O™ transport through the gas phase
and compared their results with experimental measurements leading to the determination of a
Yo- = 1.49 % for the reactive deposition of CeOx. In addition to their modelling approach,
Mahieu er al. [51] established an experimental relationship between the effective secondary
emission yield of an oxide with the number of O emitted. However, by the time it was not
possible to give quantitative values for the O” emission from TiO,. Using their experimental
relationship and taking yo- = 1.49 % for CeO:lead to y5- = 0.10 % for TiOz i.e. 0.10% of the
oxygen sputtered from the target is emitted as negative oxygen ion. This constant value will be
used for all the simulation of the current study. Finally, Mahieu et al. [51] also showed that the
energy distribution of O ions is divided in 3 main contributions: (i) low energy ions (E <
50 el/) (ii) high energy ions (E = eVy;s.) related to the discharge voltage and (iii) mid-energy
range ions ( 50 eV < E < eVyicn ). The low energy contribution (i) corresponds to negative
oxygen ions created in the plasma bulk via dissociative electron attachment to O. The high-
energy range are O ions created at target surface and accelerated through the entire cathode
sheath. The mid-energy range O corresponds to target emission of negative molecular ions such
as Oz, MO™ and MOy". This mid-energy range, was demonstrated to be at least one order of
magnitude less important than the contribution (ii). In the present model, only the contribution
of (i) and (ii) are implemented due to the non-availability of collision cross-sections for TiO

and Ti02 molecules.

Film growth modelling

The simulation of TiO: film growth is based on a 3D kinetic Monte-Carlo approach using the
software NASCAM [21]. The operating mode of NASCAM has been described in detail in a
previous paper dedicated to TiO2 deposited by magnetron sputtering [19] and is mainly based

on a "hit-and-stick" model with variable sticking coefficients and with energy and momentum
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transfer from the deposited atoms to the film. However, this previous work was limited to the
deposition of low energy neutral particles, and a simplified energy transfer algorithm was used,
where the energy of incident particle is supposed to be not higher than 100 eV. Then, the
modelling of adatom displacement due to ion bombardment was rather limited.

In this present study, an advanced model has been integrated to NASCAM in order to include
high energy ions deposition. It is based on a Monte-Carlo binary collision approximation (BCA)
model [53,54], where the collisions of an incoming ion are considered as a sequence of
independent collisions. More precisely, a linear collision cascade BCA model [53,55,56] is used
where all the recoils produced in the film are treated as a sequence of recoil generations, and

where the path of a moving atom between two collisions is supposed to be linear.

2.2. Description of the experimental coater configuration

The coater comprises two circular magnetron sputtering sources by Kurt J. Lesker company
with a diameter of 5.1 cm and a target thickness of 6.4 mm. The target material is Ti (99.995%).
As shown in Figure 2 (A), they are inclined against each other by 90° and point towards a
substrate holder located in the centre of the coater at a distance of 150 mm. The magnets of both
magnetrons are polarized in closed field configuration. The system is pumped with a 260 1.s™!
capacity turbo molecular pump. The DC generators are TDK Lambda Genesys, one for each
magnetron. During deposition, both power supplies operate in constant current mode at a fixed
value of 0.5 A. The same procedure is followed for all experimental depositions. First, the
chamber is loaded with clean samples. Second, the chamber is pumped to a base pressure below
1.3x10™* Pa. Third, the chamber is filled with Ar at a constant pressure of 0.5 Pa. Fourth, oxygen
is injected into the chamber. The oxygen mass flow is controlled by a Nova Fabrica Ltd
regulation system (FloTron™) allowing feedback regulation control based on optical emission

signal. Devices used for in-situ measurements are the following:
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(1) Inficon Quartz Crystal Microbalance. The device is located at central substrate
location.

(i1) Data provided directly by TDK Lambda Genesys power supply.

(iii)  FloTron (Ti: 363 nm)

(iv)  Active Thermal Probe from Neoplas Control and located at central substrate

location in order to evaluate the energy influx toward the substrate.

350 nm to 500 nm tick coatings were deposited to compare their properties with the one
predicted by simulations.
Silicon samples were analysed by AFM, X-ray Diffraction (PANalytical X'Pert PRO
diffractometer, Cu Ko 1.5406 A, 0/0 configuration), and SEM (Jeol 7500F). AFM images were
recorded in air, in tapping mode with a Nanoscope III from Veeco Instruments (Santa Barbara,
CA, USA). The cantilevers (Tap300Al-G from Budget Sensors) were silicon cantilevers with a
resonance frequency around 300 kHz and a typical spring constant of around 40 N/m, and an
integrated silicon tip with a nominal apex radius of curvature <10 nm. So-called soft-tapping
conditions were used, that is the ratio between the set-point amplitude and the free amplitude
of the cantilever vibration was always kept above 0.8. Images were recorded at 5x5 um?, 3x3
pm?, and 1x1 pm? sizes with 512x512 lines per image.
In order to study the influence of the ion fluxes on the coating properties, samples are loaded in
a way that two of them are positioned directly in the median plane of the machine. Two others
are located 40 mm above the median plane, not directly in the axis of the targets. A sketch of

the sample holder positions is drawn on Figure 2.B
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(A) Geometry Location of samples
(B)
on substrate holder

Off-median plane (Off-MP)

= G

Magnetron #1

-3
4cm

_ __e_q_____Median
RS Plane

Central

5.08 cm

[
Magnetron #2

Figure 2 (A) Simplified geometry used for PICMC simulations (B) sketch of the sample holder with the positions

of the various samples.

For each deposition the coater was loaded with 4 samples at different locations:
- 2 samples in the median plane: 1 tilted at 70° and one straight.
- 2 samples off the median plane (off-MP): 1 titled at 70° and one straight.

The purpose of the inclined samples is to study the impact on the columnar orientation of the
coatings of energetic particles (ions). Indeed, it has been previously demonstrated that at an
angle of 70°, the film growth of TiO; is expected to be columnar [19].

The TiO2 deposition parameters as a function of oxygen flow show a pronounced hysteresis
behaviour as shown in Figure 3. The coated samples are produced at three selected working
points, one in metal mode at an oxygen flow of 2 sccm, one in oxide mode at 8 sccm and a third
one in transition mode. The latter requires a feedback loop control provided by the FloTron with

a set point of 50% of the OES Ti intensity in metal mode, which results in an oxygen flow in

the range of 3-5 sccm.
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Figure 3 Experimental hysteresis curves adapted from [19] (A) Normalized Optical Emission yield of Ti (B)
Oxygen partial pressure [Pa] (C) Discharge voltage [V] (D) Deposition rate [ng/cm¥s] as measured by QCM.
For each parameter, the increasing oxygen inlet case is represented with right-hand oriented triangle and the
decreasing oxygen inlet case with left-hand oriented triangles. The discharge voltages (C) are shown for, both
magnetron sources, separately. The three greyed regions indicate the conditions selected for the experimental

deposition: metal mode (left), transition mode (middle) and oxide mode (right).
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3. Results

This section summarizes the results from the simulations as well as from the experiments. A
detailed comparison and discussion follow in the next section. Simulations are performed using

the iterative procedure shown in Figure 1 and described in section 2.1 with parameters as

summarized in Table 2.
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Simulation Parameters

Value

Time step [PICMC]

Total physical time [PICMC]
Time step [DSMC]

Total physical time [DSMC]
Cell size

Initial gas temperature

Wall temperature

Surface binding energy for Ti
Surface binding energy for TiO:
Ti and O cosine exponent
Negative ion yield y,-

Initial charged density [m]
Secondary Electron Emission Yield [SEEY]
Ti and Ti* sticking coefficient

Charged particles weighting factor

Ar

Neutral particles weighting 0:
factor 0

Ti

2.0x 10711 [s]

150 us =» 7.5 x 10° iterations
1.0x 107° [s]

3 s =» 3.0 x 10° iterations
1.5x 1.5x 1.5 mm?

300 [K]

300 [K]

4.89 [eV]

6 [eV]

1.5

0.1 %

Ar*: 1.0 x 10" Electron: 1.0 x 10"

Metal: 0.114 [41] Oxide: 0.080 [57]

1
7.5x 10*

Metal Transition Oxide
45x 10"  45x10° 45x10"
8.1x10% 15x10"° 20x10"°
1.0x107  1.0x10" 6.0x 10}
8.0x107  4.0x10"  1.0x 10’

Table 2: Simulation parameters of the PICMC Ar/Oz magnetron discharges performed in this work

First, 2D maps of the density distributions of neutral particles obtained at the end of step 4 by

time-averaging over the last 50 ps are plotted in Figure 4.
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Transition

Density [m?]
2.0 x 102

1.0 x 102

1.0 x 10"

1.0x 10"

1.0 x 10"

1.0 x 10" 1.0 x 10"® 1.0 x 10" 1.0 x 10" 1.0 x10'®
T
Ti Density [m~]
Figure 4 2D maps densities of the neutral species for the reactive sputtering operation modes. The plots for Ar,

02 and O use the right-hand side colormap. The bottom colormap corresponds only to the titanium.

In all three work modes, the same Ar partial pressure (0.5 Pa) is used which results in the same

Ar density. The O> density increases from 2x 10® m™3 for the metal mode up to
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6 x 10'° m~>for the oxide mode. The O density also drastically increases while switching from
metallic mode to oxide mode but in a very different fashion than molecular oxygen. At first, the
density is very low and spatially inhomogeneous for both metal and transition mode. In oxide
mode, the distribution tends to be evenly distributed in the simulation volume. Finally, the
titanium is plotted at the bottom of the figure. A different scale is used in order to correctly
highlight the decreasing density evolution from metallic mode to oxide mode. In metal and
transition mode, the spatial distribution of Ti is similar as for atomic oxygen. The same plot
procedure is used to present the evolution of the charged particle density distributions on Figure

5 by time-averaging over the last 50 ps of the final PICMC simulation step
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Transition

Electrons

1.0x 10" 1.0x 10" 1.0 x 10"
EEE
Density [m?]

Figure 5 2D maps densities of the charged species for the three cases. All maps use the same colormap to ease

the comparison.
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While the electron density distribution exhibits a similar shape in all the three cases, with
increasing oxygen inlet it is being more focussed to the magnetic field lines according to the
closed field magnetic configuration. In accordance to the quasi-neutrality requirement, the same
behaviour is observed for the Ar* density evolution. In all cases, the maximal density is located
near the targets. The closed field magnetic configuration of the dual magnetron system can be
observed on these maps. Indeed, the high-density tails originating from both targets bend to join
together in front of the substrate holder which corresponds to the magnetic field topology. The
absolute molecular ion O;" density increases with the increasing oxygen inlet. It has a similar
shape as Ar* but is very low in absolute value in both metal and transition mode. In oxide mode,
the O density increases but is still very low in comparison to Ar* or O2*. The Ti* density
exhibits a behaviour similar to the neutral Ti but with very low densities. Finally, the O density
is very low in metal mode and increases in transition and oxide mode. Even though the global
intensity is small across the three cases, in oxide mode the high-density tail of this ion is more
pronounced than for the other cases.

To have an overview of the discharge, it is useful to visualize the particle densities. However,
if one wants to simulate film growth, it is also needed to compute the particle fluxes at the
substrate location. To do so, the various fluxes are averaged in two different cylindrical regions
of 15 mm radius and 10 mm length around the central and the off-median plane locations of the
substrate. The obtained fluxes are plotted in Figure 6 for non-tilted samples; except for O’ions

tilted samples would exhibit lower flux intensities but the same ratios.
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Figure 6 Fluxes of particles towards the substrate holder. Both central and off-median plane locations, as

defined on Figure 2.B, are separately plotted.

First, the general trends of relative fluxes from one location to another are very similar. The Ar
flux is independent from operation mode and substrate position. Its values are close to
1.2x10%*/m2s, which results from a partial pressure of 0.5 Pa and a temperature of 300 K. For
0., the flux increases from 4.1 x 108 to 3.6 x 10?* m~2s~'when switching from metal to
oxide mode, which corresponds to the trend of Oz density. The same applies for atomic oxygen
although its variation from metal to transition mode is much higher than for O; Both the
titanium and Ti* fluxes are decreasing by one order of magnitude when switching to oxide
mode. Because it is the background gas, Ar* has always the highest intensity amongst the ions.

1 since

From metal to oxide mode, its flux is reduced from 2.6 x 101 to 1.7 x 10*® m~2s~
with increasing O: inlet, an increasing fraction of the generated ions consists of O2". The same
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observation applies for both O* and O™ ions, with the exception that for the metallic case fluxes

are well below 1.0 x 1016 m~25~1

and can be considered negligible. Finally, it is possible to
compare fluxes of particles hitting the central location and the off-median planes location. Ar
and O; fluxes are similar for both locations as the respective partial pressures are identical for
both positions. Atomic oxygen fluxes for transition and oxide modes are very similar but in
metal mode, the O flux at off-median plane is only 50% compared to the central location. The
titanium flux is reduced by 10% at off-median plane location compared to central location. A
short reduction (~5%) of the fluxes is also observed for all the ions except for the negative
oxygen ion. For this last one, the flux drops by two orders of magnitude when moving away
from the centre toward the off-median plane location.

To be able to use the data gathered from simulations of step 1 to step 4 (Figure 1) and proceed
with step 3, i.e. the kMC method to simulate the film growth, it is necessary to feed the latter
with the detailed growth conditions resulting from the process. For this purpose, the energy and
the angular distributions of the particles are sampled within virtual planes sized 20x20 mm?
located at the four different substrate positions indicated in Figure 2 B. Figure 7 shows the
typical angular distributions of the particles at the various substrate locations. This figure is to

be linked with the Table 3 in order to attribute an angular distribution to a specific particle at a

given substrate location for the three discharge modes.
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Figure 7 Typical angular distributions of the various species at substrate locations. See Table 3 for the
attribution of an angular distribution to each species. A small sketch the substrate holder is drawn at the bottom

left corner of each distributions to indicate to which substrate location the distribution may apply to.
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Table 3 Angular distributions of each species and locations for metal, transition and oxide mode. The letters

correspond to an angular distribution of Figure 7

Ar and O background species exhibit no preferential direction when bombarding the substrates.
Therefore, those distributions correspond to Figure 7.1. Figure 7.A is the typical angular
distribution at central location of a sputtered species. Two hot spots are observed at 45° each,
corresponding to the target’s directions. Figure 7.C, Figure 7.E and Figure 7.G are also
attributed to the sputtered species but respectively for the central 70, off MP and off MP 70
locations. The Figure 7.B, Figure 7.D, Figure 7.F and Figure 7.H are attributed to the atomic
oxygen of the transition mode only. Indeed, those distributions can be seen as a combination of

the corresponding sputtered angular distribution (A, C, E or G) with the angular distribution of
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a background neutral species (I). While in oxide mode, the partial pressure of atomic oxygen is
high enough to fit with Figure 7.1, in the transition it is not yet the case. It can also be observed
that for D and H, the background contribution is more pronounced than for B and F. All of the
O angular distributions are attributed to the “sputtered species distributions” A, C, E and G. All
other ions are related to the distribution J, corresponding, to a perpendicular direction. It is the
case for all the locations as the substrate holder is always grounded. To complete the analysis
of the particle’s properties flowing towards the substrate holder, Figure 8 plots the typical

energy distributions of the various species.

Sputtered particles I Cations Metal Mode [77] Ccations Oxide Mode
2R Background gas Cations Transition Mode o
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Figure 8 Typical energy distribution functions of the involved species.

Background gas energy distributions exhibit a Maxwellian distribution at room temperature.
The distribution related to sputtered particles is a well-known Thomson -like distribution. The
cations have a peak-like distribution whose energy depends on the operation mode. The position

of the maximum is shifted towards lower energies when sweeping from metal mode to oxide
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mode. The energy distribution of negative oxygen is centred at the discharge voltage and is very
narrow.

Finally, those data are used to perform film growth simulations by using NASCAM as the final
simulation step. The model used for this study allows the use of 5 different species: metal mode
includes Ti, Ti*, O2 and Ar* and both transition and oxide modes include Ti, Ti*, Oz, O, Ar"
and O'. For those last simulations the species Oz and O are merged together in order to account

for both. The simulation parameters are listed in Table 4:

Parameter Value
Substrate size (nm) 300x 3
Number of deposited atoms 3x 10°
Ti sticking coefficient 1
O sticking coefficient From 0 to 1, depending on local film’s

surface composition.
Displacement energy (eV) 3

Oxygen diffusion range, Lp (nm) 20

Table 4: NASCAM simulation parameters used for this study

Simulation were performed at room temperature, without thermal diffusion. The simulated
morphology of the coatings is compared to SEM cross section views in Figure 10 and the

columnar orientation of both are compared in Table 6.

Table 5 shows data collected during the experimental deposition. The films composition has

been analysed by Rutherford Backscattering Spectroscopy (RBS) as reported in [19].
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Parameters Metal Transition Oxide
Discharge current [A] 0.500 0.500 0.500
Discharge Voltage [V] 365 462 448

02 inlet [scem] 2 [3-5] 8
Deposition Rate [A/s] 2.1 33 0.24
OES Ti normalized
0.88 0.50 0.10
intensity

Initial vacuum [Pa] <13x103
Films Ti [%] 64.1 36.6 333
composition O[%] 35.9 63.4 66.6

Table 5: experimental conditions of the depositions. The deposition rates in this table are calculated thanks to

deposition time and final thickness. Data in brackets reflect the flow variation to keep the OES Ti yield constant.

Figure 9 presents the comparison between SEM top views and 1x1 pm AFM maps. The same
scale is use for both SEM and AFM pictures. For all cases, AFM maps are very much alike
SEM top views. The coating roughness as calculated with AFM maps are presented in Table 6.
Coatings from the transition mode exhibit the lowest roughness. Indeed, their respective
roughness is always lower than 4.2 £ 1.5 nm while oxide mode coating roughness are in the

range [6.3 - 11] and [8.4 — 14.4] for metal mode. When selecting a mode, the tilted samples

always have a higher roughness than the non-tilted ones.
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Figure 9 SEM top view pictures along with 1x1 um AFM maps of deposited coatings
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Figure 10 compare the SEM cross section views along with the simulated coating obtained by
NASCAM. As reported in [19], the 70° tilted samples all exhibit columnar structure growth
with various columnar orientation. Those are measured and compared in Table 6. One can

observe a good agreement.
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Figure 10 SEM cross sections views along with NASCAM simulations of the film growth
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For each tilted sample locations, NASCAM simulations were ran using two different
configurations. The first one neglect all ion fluxes during the film growth. The second one
corresponds to previously described simulations including ions. The obtained values are

compared to the column titling angles (§) as measured with SEM pictures on Figure 11.

m NASCAM 0 oM g NASCAM

no ion with ions

40! Central 70 location Off-MP 70 location
351
301
E 251
@ 201t
151
101
5 L

0 Metal Trans. Oxide Metal Trans. Oxide

Figure 11 Comparison of column tilting angles (B) of 70° inclined samples. Values from SEM cross-section
pictures (Figure 10) and simulated values using NASCAM that either include or neglect ions. Left side sand for

central location samples; right side is dedicated to off-MP samples.

Both metal cases exhibit the highest § values. At off-median plane 70 location a steadily
decreases of  with the increasing oxygen inlet is observed. At this location there is no
difference between simulation including ions or neglecting ions. Those are anyway in
agreement with SEM measurements. At central 70 location, metal and transition cases have
similar evolution to the ones of off-MP 70 location. A good agreement is observed amongst all
measured values. A pronounced drop of B is observed for the SEM oxide mode. This drop is
also noticeable with the simulated p values including ions, while simulated values neglecting

ions exhibit a similar behaviour than off-MP 70 location.
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Finally, samples were analysed by XRD. The results are showed on Figure 12:
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Figure 12 XRD patterns of TiO2 coatings: samples related to the transition mode are plotted
on (A) while oxide mode samples are on (B).

No diffraction peaks are observed for coatings produced in transition mode (Figure 12.A), the

4 sample locations are amorphous. Oxide mode samples (Figure 12.B), exhibit two different

diffractograms: off-median plane locations are amorphous while central location samples have

both peaks corresponding to anatase phase with three distinctive peaks located at 25.3°, 48.1°

and 53.9° corresponding to anatase (101) (200) and (105) crystal planes (JCPDF 21-1272).. A

(101) preferential orientation is observed, complying with the results of [58,59].

All experimental measurements are summarized in Table 6. In addition, the total energy influx

at the central and off-median plane sample positions have been measured by an active thermal
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probe (ATP)[60]. The power delivered to a 7x7 mm probe set at 200 °C was measured. This
power originates from thermal radiation, surface chemical reactions and/or from particle flux
toward the probe. It was not possible to differentiate the various components of the energy

influx.
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Metallic Transition Oxide
Central 518 381 355
Thickness Central 70 484 362 428
[nm] Off-MP 271 347 360
Off-MP 70 267 270 252
Central 139+29 1.6+0.2 7.5+0.8
RMS
Central 70 144 +£0.8 42+1.5 11.0+0.5
Roughness
Off-MP 8.0+1.6 23+1.1 63+1.5
[nm]
Off-MP 70 10.1 £3.3 27+1.2 88+1.3
Experimental . 70 28.3 £ 0.6 232412 134423
Column Angles
] Off-MP 70 251+1.2 247 +1.6 21.5+23
Simulated
Central 70 253+ 1.8 23.0+ 1.1 8.8+22
Column Angles
[°] Off-MP 70 279+1.2 24.1+1.6 23.9+29
Active Thermal Central 269+1.6 27.1+14 26.7+1.3
probe
Off-MP 182+1.3 176 +1.1 17.1+1.5
[mW/em?]
Normalized . /1 324 242 2231
Energy Flux
[eV/at.] Off-MP 223 163 1744

Table 6 List of measurement values performed on samples. The results of the active thermal probe analysis are

added to ease the comparison.
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4. Discussion

The discussion of the results is presented as a comparison with the discussion of [19] where the
growth of TiO; in the same experimental conditions was studied by considering only neutral
particles. First of all, as previously explained in section 2.1, the numerical model handling
neutral particles is improved by the addition of atomic oxygen species. Therefore, Figure 4 and
Figure 5 present the final density distributions of all both neutral and charged species in the gas
phase. As also observed in [19] and in Figure 3.D, the Ti density is reduced by one order of
magnitude with the increase of oxygen flow. The second frequently sputtered particle is atomic
oxygen. Its density distribution evolves in an opposite way than Ti. With increasing oxygen
flow, a larger fraction of the target material is oxidized and therefore, a larger part of the
sputtering flux originates from TiO, sites, which are assumed to be decomposed during
sputtering. When the molecular oxygen flow is increased, target surfaces are poisoned and
turned to TiO: thereby preventing the sticking of both atomic and molecular oxygen. The
consequence is a less efficient gettering of oxygen atoms by the walls and an increase of their
residual time and overall density. This is the reason why in oxide mode, the density of atomic
oxygen appears to be homogenous in opposition to transition and metal modes. A direct
consequence is a change on the angular and energy distributions of O. While in metal and
transition mode, the energy distribution of O at substrate location is a Thompson-like
distribution (Figure 8), it becomes pure Maxwellian in oxide mode. The same is true for the
angular distributions. In metal mode, the angular distribution of O has features of a sputtered
species such as Ti. However, in oxide mode, the longer O residual time leads to thermalization
resulting in a more isotropic angular distribution similar as for Ar and O2. For Ti, the density
reduction is a consequence of the drop of the sputtering yield due to target poisoning and an

increased contribution of the Oz" ions in the sputtering current, which is less efficient than
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sputtering by Ar* ions. The density never gets homogeneous because Ti is always deposited on
walls with 100% sticking coefficient irrespective of their oxidation state.

The density distributions of charged species are very different from the neutral ones. In plasma
sputtering processes, the most important species for the discharge is by far the electron. Due to
their low scattering rate with other species, they usually have a much higher temperature than
all other species in the discharge. Consequently, the grounded chamber walls absorb them more
quickly than ions. This results in a positive space charge in the plasma bulk, which causes
acceleration of positive ions towards the walls and negative ions to reside in the positive plasma
bulk. When a magnetic field is present, the field is confining electrons as it is shown in Figure
5. The electrons ionize neutral species Ar, O, O and Ti via electron impact collisions thereby
creating additional electrons and ions along their path. Ar* is the main ion produced in the
discharge, followed by O>*. The threshold energy of the Oz ionization is lower than for Ar, but
this is overcompensated by the higher partial pressure of Ar compared to O Therefore, charged
particles distribution in the plasma is mainly driven by the concentration of neutral gas species
and their specific cross sections. When the partial pressure of O: is increased, the absolute
density of Ar* decreases as more and more energy of the electrons is transferred to the oxygen.
Indeed, the electron impact excitation of the molecular oxygen plays an important role in the
discharge: it is much more likely to excite Oz at low energy excitation states than to perform
ionization. Therefore, Oz tends to decrease the available electron energy, which reduces the
production of Ar* ions. The stated argument: “charged particles composition driven by neutral
particles composition”, also explains why the densities of the three other ions (O*, Ti* and O")
is much smaller than the ones of O2" or Ar*.

Negative O ions are created by two mechanisms: the first one is dissociative attachment of
electrons on Oz gas molecules (reaction 44 ) and the second one is the generation at the target

surface due to sputtering. When the partial pressure of Oz is increased, O ions are created in
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the plasma bulk. Because the electrons are confined by the magnetic field near the targets, the
O ions are created in the same area. In contrast to electrons, O™ are heavy particles, hence they
are not efficiently trapped by the magnetic field but pushed away from the targets due to the
pre-sheath related electric field in that area. It is the reason of the large gap observed between
the targets and the higher density region of the negative oxygen ion, see Figure 5. This also
explains the flare like shape of the density distribution at the symmetry axis of the magnetrons.
The ions created at the targets are accelerated straight away by the sheath leaving a very low-
density region. These observations are supported by another study implementing a 2D PICMC
algorithm for the Ar/O> magnetron discharge of TiO> [2,3].

The analysis of the particle fluxes towards the various sample locations (Figure 6)
unsurprisingly reveals the same flux of Ar for all operational modes and sample locations. The
same argument applies for atomic oxygen in transition or oxide modes. As previously explained
the reason is that these species constitute the background gas. The novelty of this study is the
addition of the charged particles in the simulation treatment at the substrate locations. Their
relevance is due their high kinetic energy caused by the sheath in between the grounded
substrate and the plasma bulk at a positive potential of around 5-10 V. This sheath acceleration
is always perpendicular to the substrate surface, which explains the shape of the corresponding
angular distribution (Figure 7.J). The simulated energy distributions for the positive ions
presented in Figure 8 can be related to the work of MiSina et al. [61]. They use energy resolved
mass spectrometry to measure ion energy distributions at substrate location for a WTi target at
0.5 Pa. They have found similar shape for the distributions except for the high-energy tail
extended to higher energies. They have attributed it to reflected Ar on the target during the
sputtering. The yield of this high-energy tail is found to be four orders of magnitude lower than

the maximal peak intensity. This process is not included in the PICMC model and no high-

41

127



energy tail is observed. In the present case, there is no heavy element such as W in the target,
which should also contribute to reduce the backscattering of Ar™.

The O ions behave exceptionally in comparison to all other ions in the simulation. Indeed,
those, which are created in the plasma bulk by reaction (44) have a very low kinetic energy that
does not allow them to overcome the substrate-plasma sheath. Therefore, only high-energy ions
created at the target surface are capable to reach the substrate. Their energy is so high that the
substrate sheath does not modify significantly neither their energy nor their angular
distributions. In [52] Moens et al. demonstrated the importance of the space-charge for the O
ion transport through the gas phase. The PICMC approach allows to inherently account for it.
It is very important for this study as one goal is to compare the growth of TiO; with samples
located in the O™ flux and other samples located off-median plane (off-MP) in order to strongly
reduce this flux. The flux comparison of Figure 6, highlights that at the off-MP location, the
flux of O ions is not completely deleted but is at least reduced by 97.8 %. This result agrees
with the experimental investigation of the deposited coating by XRD (Figure 12). The only
coatings not totally amorphous are the ones bombarded by O ions in the median place in oxide
mode. Those at off-MP locations are amorphous as well as all of the samples deposited in the
transition mode. According to Figure 6, the flux of O in transition mode is only 2.5 times lower
than the corresponding one in oxide mode. However, the deposition rate is 13.8 times higher in
the transition; resulting in a strongly reduced energy flux by O ions per deposited atom. The
experimentally calculated values of normalized energy flux (NEF), see Table 6, confirm this
statement. The values for the NEF in oxide mode are one order of magnitude higher than those
for the metal mode or transition mode. The energy fluxes to the substrate as measured by the
probe do not show significant variations from one discharge mode to another. It is not possible
to sort out the components of the energy flux as it accounts for all energy components:

radiations, surface chemical reactions, electric contribution (charged particles) and sputtered
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particles fluxes. In [60] using the same kind of probes, Gauter ef al. have highlighted that for
the Ti sputter deposition the dominant component is the radiation. This observation could
explain why no evident modification of the energy flux is measured while the deposition rate,
and therefore the sputtered particles component of the energy flux, decreases significantly.

The evolution of the coating’s roughness based on AFM measurements (Figure 9) and reported
in Table 6 indicates smoother coatings in transition mode. The final roughness of coatings can
be explained on the basis of two main competing phenomena occurring at atomic scale, the
shadowing effect and the surface diffusion. The shadowing leads to preferred growth in the
vertical direction while surface diffusion tends to smooth growing surfaces or promote
crystallographic growth. The competition between these two factors drives the morphology of
the coatings [62,63]. Therefore, both the angular distributions of the deposited particles and
their mobility on the surface play an important role during the film growth. The shadowing
effect is easily identified as responsible for the higher roughness of the coatings on 70° tilted
substrate positions. When increasing the oxygen inlet, the coatings becomes smoother at first
(transition mode) and then the roughness increases (oxide mode). In transition mode, the
mobility of the metallic atoms is not sufficient to ensure crystalline growth of TiO2. The low
mobility of the Ti is attributed to the increasing partial pressure of O i.e. oxygen atoms and
molecules act as a barrier to the diffusing Ti inducing amorphization of the films. When the
partial pressure of Oz is high enough, the discharge switches to oxide mode, the targets oxidize
and the sputtering yield of Ti severely drops. However, the computed charged particle fluxes
(Figure 6) and the measured energy fluxes (Table 6) do not significantly change i.e. the
available energy per deposited atom increases even without considering O™ ions bombardment.
In other words, the effective surface temperature of the growing film is increased. It was already
reported that the surface temperature plays an important role during the film growth by

magnetron sputtering [64] and has an impact on the surface roughness.

43

129



Finally, the columnar orientations () measured by SEM and obtained by NASCAM
simulations are compared, see Figure 11. In order to highlight the effect of the charged particles
on the columnar orientation, NASCAM simulations are performed with and without accounting
for charged particles. A general good agreement is observed between the experiment and
simulation values. The decrease of the [ values with the increasing oxygen inlet is explained by
the non-directionality of the oxygen flow in comparison to sputtered Ti [19]. The best match is
obtained for the transition mode. As previously discussed, in transition mode, the relative high
deposition rate combined with an increased oxygen flux disabled the surface diffusion of
deposited metallic atoms. It explains the good morphology prediction obtained by the
simulations for this operation mode as atom diffusion is not activated in the NASCAM
simulations. Oxide mode related simulations exhibit much higher B values for the central
location than the ones measured on SEM pictures when using the "no-ion" mode of NASCAM.
The reason can be attributed to the higher NEF values which can be related to an increase of
the infrared contribution or an increase of high energy particles condensing on the growing film.
As it was discussed above, the energy of O ions is rather high, and these ions cause a strong
local rearrangement of surface atoms by means of atomic displacement cascades thus changing
the morphology of the sample. Although a good agreement between [3 values is also observed
when switching off charged particles contribution, simulation values over-estimate the
columnar orientation. According to the previous study [19], the over-estimation may be
explained by high energy charged particles which can affect film growth as highlighted in the
study of Van Steenberge et al. [65]. As energetic particles arrive to the film mostly from one
side, they tend to force the deposited atoms to move in the same direction than the impact due
to momentum transfer. By using NASCAM with the BCA mode, i.e. with ions included, the

modelling of adatom displacement due to ion bombardment seems to be well described,
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showing a good agreement between column tilting angle from experimental SEM pictures and
simulation results (Figure 11).

Linking this comparative study of B values with total energy flux values of Table 6 indicates
that below 2000 eV/atom, neglecting charged particles still lead to good prediction of coating
morphology. The central location 70 in oxide mode highlights the paramount role of high-
energetic particles on the film growth and therefore those should always be accounted for to
predict film properties. However, when the total energy flux jumps from 200-400 eV/atom to
1700-2000 eV/atom, it hardly affects the film morphology. It is to be expected to have a
threshold above which it should have a significant impact on the coating properties. Indeed,
TiO; coatings are well known to exhibit anatase and rutile phase when the temperature is
increased. One way to increase the temperature of the growing film is to increase the energy
brought by incident particles i.e. increase the total energy flux. According to the present study,
the total energy flux threshold for the transition from amorphous to anatase TiO: is located in
the range 2000-2500 eV/atom. The current data does not allow to speculate furthermore about
the threshold for the phase transition from anatase to rutile TiO2. However, Cormier ef al. [66]
have highlighted the transition from anatase to rutile phase for NEF values higher than 10
keV/at. Several other studies have obtained NEF values in line with the current study and with

another measurement methods ( mostly thermopile-based probe) [66,67].
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5. Conclusions
A previously established 3D multi-scale simulation model of a reactive magnetron sputtering

process is improved by the addition of plasma modelling via the PICMC method in order to
take into account and clarify the role of charged particles. Moreover, an algorithm implementing
the binary collision approximation (BCA) extends the previously used kinetic Monte Carlo code
for atomistic film growth simulation, in order to properly handle the momentum of the impact
of energetic charged particles. This extended multi-scale model is successfully applied to study
the growth of TiO: thin films by reactive magnetron sputtering. The coater geometry involves
a dual magnetron system in a closed field magnetic configuration with water-cooled substrates.
In order to highlight the effects of negative oxygen ions, two substrate locations were selected:
one in the median plane of the targets and another one in the off-median plane. The model
predicts the densities and fluxes of both charged and neutral particles towards the substrate and
uses them to explain the morphology of the deposited coatings.

Amorphous growth of TiO: films in the transition mode is explained by the suppression of the
diffusion process by the oxygen acting as trapping site for Ti. The presented simulations were
able to explain the experimentally observed difference in crystallographic structure between the
coatings grown in front of the targets and at off-median plane location. It was shown that
negative oxygen ions flux is very directional and it is dramatically reduced when moving from
the median plane of the targets to off-median plane, therefore explaining the difference in
crystallography of the samples. Indeed, it was also experimentally shown that the normalized
energy flux (NEF), i.e. the total energy per deposited atom, drastically increased when the
discharge switches from metal to oxide mode. An increase of the NEF values from off-MP
location to central location is also reported, which support the paramount impact of the negative

oxygen ions during film growth.
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Finally, the simulations accurately predicted the column tilting angles of 70° tilted samples and
highlighted the important role of charged particles on the final morphology of TiO: coatings
even for DC-reactive magnetron sputtering processes. The developed 3D multi-scale model for
reactive magnetron sputtering allows thus an accurate prediction of the coating morphology and
properties, and its fine tuning for a specific application, avoiding the time and energy consuming

“trials and tests” procedure.
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8 Conclusion

This thesis describes the scientific basis, the construction principles, and the
operational parameters of a Virtual Coater system to study the deposition of thin films
by means of physical vapor deposition techniques. It was applied to the case of TiOx
thin films deposited with a reactive dual magnetron system. Because a magnetron
sputtering system is an extremely complex system, this research aimed to provide
modelling tools enabling the simulation of a complete plasma deposition process and
a better understanding of the specific mechanisms occurring during film growth.

To take the challenge, a multiscale approach was required. Three sorts of algorithms
were put together and to compose the core of Virtual Coater: (i) a Direct Simulation
Monte Carlo algorithm handling the gas diffusion of neutral species in the complete
3D geometry over long time scale (several seconds); (i) a Particle-in-Cell Monte
Carlo algorithm enabling the addition of charged particles within the gas phase.
However, due to the large computational resources required, it was necessary to
interface the algorithm with the first one i.e., working with a simplified 3D geometry
and over shorter time scale (several hundreds of micro-seconds); (iii) a kinetic Monte
Carlo algorithm modelling the film growth on the atomic scale.

All these algorithms were required to be interfaced together in order to build Virtual
Coater. This interfacing work, along with the validation of the simulation results, was
performed in three steps through the present PhD thesis. A full chapter is dedicated

to each and the work is crystallized in two published articles and one submitted:
The role of neutral particles (chapter 5)

In this section, the DSMC algorithm was successfully used to simulate the hysteresis
behaviour of the discharge by using the real 3D geometry of the coater. The partial
pressure of oxygen as experimentally measured by mass spectroscopy and computed
by the DSMC algorithm were in perfect agreement. The validation of the DSMC
algorithm enables its results to be used as an input for subsequent k-MC film growth
Nascam simulations. For that purpose, fluxes of Ar, Ti and Oz as well as their

respective angular and energy distributions at substrate locations were computed from
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the DSMC results. This method enabled to reproduce the film stoichiometry
successfully, as well as its morphology. Although a good agreement between tilting
columns angles of the 70° inclined samples was observed, the experimental
measurements show smaller values than the ones predicted in the oxide mode. This
deviation is attributed to energetic particles bombardment during the film growth, which
was not included in the model at that time, as only neutral species were involved. The
effective sticking coefficient of oxygen molecules onto metallic Ti was also derived

from this work.

The challenge of modelling charged particles (chapter 6)

To bring the VC concept to the next step, we had to expand it with a Particle-in-Cell
Monte Carlo algorithm in order to include charged particles modelling. To meet the
resource requirement of the PICMC approach it was necessary to simplify the 3D
model and to operate the plasma at a very low discharge current. Thirteen simulations
using a simplified single magnetron configuration with discharge current densities from
0.6 to 2.4 mA.cm? were performed for 150 ps each. At first, the computed electron
densities were compared to experimental measurements (at higher discharge current
densities) and a linear relationship of the electron density versus the discharge current
density was reported. As a second step, the production of Ar and Tiions was analysed
through the ionization by electron impact collision rate data. On the one hand, Ar
ionization rate was shown to exhibit the same linear relationship with the discharge
current because electron and Ar* densities are the main charged species in the
discharge and it is necessary to keep their proportional relative abundance in order to
preserve the global neutral electrical charge of the plasma. The Ti* ions production
rate exhibits a linear relationship with the product of the discharge power density by
the discharge current density. Indeed, the number of Ti atoms in the gas phase
depends on (i) the number of ions responsible for the target sputtering and (ii) the
sputtering yield for a given specie scales with the energy of the incoming ions
(assuming a normal incident direction with respect to the target surface). Therefore,
the number of sputtered Ti atoms is proportional to the product of the discharge current
density by the discharge current voltage (assuming the incoming ions hit the target
with an energy eVuisch), which is by definition the discharge power density. Finally, the
Ti* will be produced by electron impact and the production rate is proportional to the

electron density, which is also proportional to the discharge current density. The
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previously explained scaling laws were then successfully applied to the flux of particles
flowing towards the substrate location enabling the scaling of PICMC simulations to
real discharge power. It was also shown that the method based on the PICMC
algorithm properly captures the physics of the magnetron sputtering process, as it also
predicts the formation of propagating ionization zones, called spokes. These are due
to the ExB field in front of the target. The average electron density of the spokes was
demonstrated to follow the same scaling law as the global electron density of the
discharge, i.e., linear relationship with the discharge current density. Finally, the
validity domain of the scaling laws was discussed. According to the author, the PICMC
simulation of a DC discharge can be upscaled as long as the electron-electron collision
rate remains negligible and the ionization rate of the sputtered species remains low,
i.e., as long as the ion current towards the target is mainly carried by background gas

ions.
The role of charged particles (chapter 7)

To complete the Virtual Coater construction, the validated PICMC algorithm was
added to the loop to bring the VC to its final configuration, as showed in Figure 15.
DCMS simulations were restarted including atomic oxygen as sputtered species
instead of molecular oxygen. The computed final densities of these neutral species
i.e. Ar, Ti, Oz and O, were then pipped into the simplified 3D geometry in order to
simulate the plasma discharge. The simulations were focused on the three regimes of
the hysteresis curve: metallic, transition and oxide modes. In addition to the 4 neutral
species, 6 charged species were included: electrons, Ar*, Ti*, O2*, O" and O". While
all these species can be produced in gas phase, only O is created at the target surface
during a sputtering event. Scientific literature was used to evaluate the probability of
such events, with the assumption that all ions participating to sputtering have the same
probability to produce an O ions. These O are accelerated straight away by the
plasma sheath and bombard all surfaces in front of the targets. This flux of highly
energetic species was already reported in literature, as well as the possible effects on
film properties, but the 3D modelling approach including self-consistent electric field
calculation was still missing. The highlighted scaling laws of Chapter 6 were used to
scale the fluxes of charged species towards the substrate up to real discharge power
parameters. Subsequent film growth simulations based on the PICMC and DSMC
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computed results were then started with an improved version of Nascam (version 5),
which includes a binary collision approximation and collision cascades modelling. The
simulated coating morphologies were in line with experimental cross section SEM
analysis. In particular, Nascam efficiently predicted the tilting column angles in all three
discharge modes. Indeed, the experimental results show a reduction in the tilting
column angles while switching the discharge from metal to oxide mode. In Chapter 1
, the molecular oxygen was demonstrated to reduce the tilting column angles but it
was also shown that it is not a sufficient explanation, as experimental measurements
in oxide mode were still lower than the ones predicted by Nascam. By taking into
account charged patrticles, and especially O ions, Virtual Coater was finally able to
correctly predict the tilting column angles of the coatings and also the dependencies
with the substrate location. The effect of highly energetic particles was also highlighted
experimentally by measuring the Normalized Energy Flux and performing X-ray
diffraction on the deposited coating. The ones in the flux of O i.e., with higher NEF
values, exhibited anatase phase while the ones with lower NEF values (off median
plane) were amorphous. In addition, the amorphous growth of the coating in transition
mode was explained by the suppression of the diffusion process by the oxygen acting
as trapping site for Ti. Virtual Coater was successfully setup and benchmarked with
experimental measurements throughout the present PhD thesis. Many parameters are
experimentally tunable during any PVD process. Experiments require time and money
to understand the effects of these parameters, as well as their optimization to meet
the specific coating properties. Virtual Coater enables to optimize these parameters
without the need for real-life experiment, enabling a more precise and deeper

understanding of the effects of different parameters on the resulting thin film growth.
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9 Recommendations for future work

The present thesis also raised many new questions, the answers to some of which
probably hold the key for interesting developments for PVD processes using Virtual
Coater.

This PhD work was performed by keeping the same magnetic configuration of the dual
magnetron system i.e., closed field configuration (see Figure 7). This configuration
was originally chosen to support the early development of Virtual Coater because at
that time, the simulation of charged species were not supported. It is well admitted that
in a closed field configuration, the flux energetic species is reduced compared to a
mirror field configuration. Now that VC supports the simulation of charged particles in
both gas phase and film growth software packages, a differential study of the magnetic
configuration could certainly enable a better understanding of dual magnetron
systems. For example, Figure 18 aggregates the measurements obtained during this

thesis with the ATP for the two magnetron configurations.
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Figure 18 Experimental Active Thermal Probe (ATP) measurements at substrate location for various
configurations: (A) Closed field - Metal mode; (B) Mirror field — Metal mode; (C) Closed field — Oxide mode; (D)
Mirror field — Oxide mode

One can see that the ATP values increase with the discharge power density regardless
of the pressure and the magnetic configuration. The metal mode maps (A & B) mostly
exhibit higher ATP values for the corresponding values of oxide mode maps (C & D).
In metal mode, the results also show a much higher measured energy flux when the
magnets are configured in closed field. This observation is in agreement with the
article of Kelly et al. [82]. They claim that in closed field configuration, the plasma
expands towards the substrate region, increasing the energy brought to probe. These
measurements demonstrate that some work should be performed on such
comparative study in order to provide normalized energy flux values based on these
measurements. Indeed, by taking into account the deposition rates in the various
conditions, the maps in Figure 18 would drastically change. The deposition rate in
oxide mode is generally at least 10 times lower than in metal mode, leading to a
dramatic increase of the normalized energy flux. These measurements could be
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compared with the results Virtual Coater could provide and the effect on the film growth
could also be highlighted.

9.2. Electron energization mechanisms_in magnetron

The simulation chain could also be used to support the study of more fundamental
guestions such as the understanding of the bi-Maxwellian distribution of the electron
energy distribution function (EEDF). In [83], Bogaerts et al. analysed a glow discharge
of Ar with a Langmuir probe. They reported that generally three electronic populations
exist in a glow discharge: (i) a highly energetic primary population (SE) originating from
the cathode and having not yet experienced many collisions; (ii) a second electronic
population with less energy due to many collisions but not yet thermalized; and finally
(i) a thermalized electron group. The authors were able to measure the populations
(if) and (iii) with temperature of respectively 4.5 and 0.5 eV. However, the population
(i) was not observed.

In order to try to give an explanation on the origin of the bi-Maxwellian EEDF, one may
focus on the Ohmic heating of electrons. Recently, the role of Ohmic heating in
magnetron sputtering was highlighted [84,85]. Brenning et al. [85] suggested that a
non-negligible fraction of the discharge voltage drops within the plasma bulk enabling
an efficient way to energize electrons outside the cathode sheath. Taking into account
Ohmic heating, it is possible to rewrite the explanation of the multiple electron
populations from Bogaert et al. to the case of magnetron sputtering: the first population
(i) results from sheath energization of secondary electrons and form a high energy
group of electrons. However, due to the magnetic field, the target recaptures a non-
negligible fraction of those electrons. (ii) The second electron population is composed
of electrons originating from ionization events in the ionization region (IR). Those
electrons are accelerated by a fraction of the potential drop left in the IR, giving rise to
a less highly energetic population of electrons. Finally (iii), thermalized electrons are
the third electron population. This potential explanation may sound unlikely, as
experimental works reported bi-Maxwellian distribution, not tri-Maxwellian. However,
the third electron population implies a very efficient cooling down mechanism of
electrons. As inelastic collisions (excitation and ionization) are threshold phenomena,

they are not suitable to thermalize electrons with lower energy than this threshold. The
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most effective thermalization processes for electrons are therefore elastic collisions.
Moreover, the energy transfer by like particle collisions is very efficient. This means
that electron-electron (e-e) collisions are an important process for the thermalization
of the EEDF. As the fraction of charged species is very low (<< 1%) in DC magnetron
sputtering process, the frequency of e-e collisions is negligible compared with e-Ar

collisions.

A possible simulation strategy to unravel the bi-Maxwellian nature of electrons based

on the single magnetron model of Chapter 6 is presented in Figure 19.
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Figure 19 The central figure plots the evolution of the number of simulated electrons with the evolution of target
distance. The orange curve depicts the evolution of the electrical potential. 5 zones are used to sample the EEDF
(A, B, C and D). Zone A is in the cathode sheath, zone B is within the magnetic confinement region, zone C and
D are within the region where Ohmic heating take place.
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Four EEDFs’ are extracted from the simulation. The EEDF of zone A is located right
above the target; it presents electrons having travelled less than 1 mm in the cathode
axial direction. The EEDF is not Maxwellian as the emission of SE by the target is not
supposed to be Maxwellian. Those electrons are highly energetic as they are
energized by the plasma sheath. In the magnetic confinement region (zone B), EEDF
follow a single Maxwellian distribution with a corresponding energy of 10.9 eV. The
origin of the Maxwellian distribution can probably be attributed to the spoke. As
electrons are efficiently trapped in this region, they experience many inelastic
collisions, which are efficient cooling mechanisms. This is the reason of the
Maxwellian shape of the EEDF. In zone C, newly created electrons are accelerated
by the fraction target potential expanding within the plasma, depending on where
ionization events occurred. It is the reason why the EEDF is split in two populations.
The new population has a lower temperature as it is the result of the low energy
electrons heating. In zone D, the EEDF bifurcation is more pronounced because the
newly formed electrons will not gain much energy, as the electrical potential has

reached the saturation value (plasma potential).

9.3. Use of ceramic targets for compound deposition:

The hysteresis behaviour of the reactive magnetron sputtering is a problem for
industrial applications. Indeed, the nature of the hysteresis is that, when there is a
small variation in the deposition condition, it is not possible to reach back the previous
conditions without looping around the complete hysteresis. Several approaches may
be used to overcome this problem by eliminating or reducing the hysteresis. One of
them is the use of a ceramic target instead of metallic ones, e.g., a sub-stoichiometric
target of TiO1.s instead of Ti targets. The idea is to include as much oxygen as possible
within the target bulk while keeping sufficient conductivity of the target to enable

plasma ignition with DC power supply.

During this PhD work, Soleras Advanced Coatings® kindly provided such targets.
Experimental work was performed with the targets, e.g., the hysteresis behaviour was

tested, see Figure 20.

5 https://www.soleras.com/
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Figure 20 Hysteresis experiments with the dual magnetron system at a discharge current of 200 mA. (A) using

metal targets, (B) using ceramic targets. For both cases, A and B, the blue curve (upper one) is the discharge

voltage evolution and the orange curve (lower one) is the evolution of the total pressure. Arrow markers also
indicate whether the oxygen is increasing (right oriented) or decreasing (left oriented).

The discharge voltage versus oxygen flow curves displayed almost no hysteresis
behaviour for the ceramic targets. In addition to these measurements the active
thermal probe combined with RBS analysis of deposited coatings enabled the
calculation of the normalized energy flux toward the substrate located 15 cm away
from the targets (same geometrical configuration as used during the PhD). The

comparative study is presented in Figure 21.
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Figure 21 Experimental Normalized Energy Flux (NEF) values measured at 2 locations: central and off-median
plane (off-MP), for both metal and oxide mode and with either Ti targets or ceramic TiO1.s targets. The red
dashed lines indicate the NEF thresholds for the formation of the three crystallographic phases of TiO2. All

discharges operate at a constant current of 250 mA.

When no oxygen is added to the discharge (metal mode), all NEF measurements
exhibit values within the range 200-400 eV. atom! regardless of the location and the
target type. Once in oxide mode, the NEF values observed for the Ti targets case
drastically increases, as showed in chapter 7, due to the reduction of the deposition
rate. Regarding the ceramic targets, the NEF values also increase when switching
from metal to oxide mode but stay well below 1000 eV. atom™. The main reason
explaining the lower NEF is better deposition rate when using ceramic targets.
Therefore, the use of ceramic targets seems to enable the deposition of TiO2 coatings
at much lower NEF values, below a typical value of 2000 eV. In that case, the coating
should be amorphous as we showed in chapter 7. Virtual Coater should be used to
provide more insight about the use of ceramic targets in magnetron sputtering

techniques.

9.4. Extension to other deposition processes

Of course, an easy thought is to extend the application of VC to other dry deposition
processes as those presented in Figure 1 or Figure 2. VC cannot easily model all the
techniques and modifications would probably be required. For instance, evaporation
would certainly be the fastest process to model. Another technique suitable for VC is
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ion beam sputtering. It was already studied with the presented simulation tools in
[86,87] with the exception that the film modelling was handled by a Molecular Dynamic
algorithm. It is the proof that Virtual Coater is a versatile tool which can be configured
to meet scientific challenges. Regarding the HiPIMS processes, chapter 6 disable the
potential use of the presented PICMC algorithm. Indeed, HiPIMS techniques produce
very high electron density, which is not compatible with the developed scaling strategy.
Therefore, either an alternative to the PICMC method should be studied or another
PICMC approach could perhaps be involved, as it was proposed by Minea et al. [88]
with a 2D model.

Plasma Enhanced Chemical Vapor Deposition (PECVD) should also be mentioned
but this topic is related to the following point 9.6. Finally, another obvious extension of
the VC application field is the frequency modification of the applied electric field
powering the plasma discharge. For example, pulsed or RF magnetron sputtering
could be studied without the need to modify the presented model if the same coater

geometry is used.

9.5. Nascam for plasma-target interaction investigation

During this PhD, a new version of Nascam was introduced, which implements a BCA
algorithm in order to better handle collision cascades induced by energetic particle
bombardment. This approach could be used to study the effect of the sputtering onto
the target. Of course, Nascam is dedicated to a small surface by comparison with a
target surface, but certainly, the stoichiometric evolution of a composite or ceramic
target still could be considered. This topic is scientifically relevant for today’s

technologies, which sometimes require many species to be co-deposited [89-91].
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9.6. Improvement of the Virtual Coater for complex plasma

A final recommendation for future work is the improvement of the Virtual Coater
configuration. Indeed, in its presented form, the major drawback is that it does not
enable to model the gas diffusion of the neutral species created by charged species
collisions. Even if the cross sections are included, the species can be created but the
PICMC simulations cannot easily simulate long enough physical times to reach their
steady state densities. That was demonstrated for two cases originating from the
collaboration between A. Pflug and S. Lucas’s groups. The first involved the plasma
polymerization of cyclopropylamine in a pulsed discharge [77,78]. The second is about
the case of DC-PECVD of an Ar/Acetylene discharge [79]. In both cases, the authors
faced issues with long run of PICMC simulation in order to reach the steady state for
radical species. One way to overcome this limitation would be to include charged
species in the DSMC algorithm to take the simulation to another level. The team of A.
Pflug at the Fraunhofer Institute of Braunschweig has already tested this solution. The
idea is to load the charged species in the DSMC algorithm but in a frozen state, i.e. no
motion allowed. If a state close to the steady state was reached for charged particles,
they could still participate within the Monte Carlo collision routine for the creation of
neutral species. They would then diffuse and could be loaded again in the PICMC
simulations to check if the density state is steady or not. If not, the PICMC simulation
can perform one more run and then be re-used in a new DSMC simulation. This
DSMC-PICMC loop can go on as long as the final state is not reached, as it enables
to model up to several seconds of discharge. The “improved” flow chart of this

simulation chain is presented in Figure 22.
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Annexes

11 Annexes

11.1.

A Nascam 5 project is built as a pack of modules containing a list of objects, created
by the user, and dedicated to a well-defined task. It can be used to define one (or
several) mesh, set the attachment rules of a given species or set the energy and angle
distribution of an incident flow. These modules and their interactions are summarized
in Figure 23. The mains modules are SLiMe (Simple & Light Mesher), NERD (Nascam
Events and Reactions Definition) and MADS (Molecules and Atoms Deposition and

Sputtering).

NASCAM Central

NERD

bonds

I wg

NASCAM standard libraries SLiMe *
* math = crystal kind C attachments
+ graphics + meshing * chemistry
* files & folders rules + diffusion
* log « areas ¢
pre-processing plugins
9 | + Simtra to NASCAM
= Make Substrate
o
<
[*¥)
z
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structure definition (multilayer, complex substrate)
incident flows definition (energy , angles)

atom deposition with attachment, diffusion and
chemical reaction

kA 4

post-processing plugins
* porosity & roughness
* electrics

* optics & colors

The module SLiMe is dedicated to the definition of the computational domain. It
includes 3 kinds of objects: Computational Box, Grid and Area. The first one defines
the computational box size and its boundary conditions. The second one is dedicated

to the discretization of the computational domain in a set of cells which will be used as

Figure 23 Nascam 5 flowchart
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predefined positions possibly occupied by a moving atom during the simulation
process (one atom per cell). It allows to build structured meshes (e.g. for crystalline
coatings, see Figure 24-left) or unstructured meshes (for amorphous materials, see
Figure 24-middle) by means of the super-cell method [92]. By creating multiple Grid
objects (see Figure 24-right), it is possible to model complex patterns like multi-grain

or interfaces between two layers of different crystallographic structures.

Ol >\/ /19 T >
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Figure 24 Possible kinds of grid in Nascam 5. From left to right: structured grid, pseudo-random grid and multi-
grids.

Finally, the third object (Area) is a major tool allowing to define standard region of
interest (ROI). It can be used by other objects for example to build the list of positions
allowed during a diffusion or relaxation process, to study some characteristics like the
binding energy or the stoichiometry, the density or the number of atoms in a given

area.

The module NERD allows to set the physical rules for a specific simulation, form the
definition of molecules to the description of attachment rules. Several objects are
dedicated to the definition of particles from simple atoms and macro-atoms, to clusters

and molecules, as shown in Figure 25.

independent atoms macro-atom cluster of atoms molecule

Wy @ € »¢

A, Q.‘

Figure 25 possible kinds of particles deposited during a Nascam 5 process

A particle object can be associated to physical properties like the mass, the surface
binding energy, or to other object dedicated for example to the definition of attachment

or chemical reaction rules. Another pack of objects is devoted to the events

168



Tonneau Romain Annexes

description. In Nascam 5, an event can be an attachment or a detachment (by
diffusion, energy transfer or chemical reaction) which will be associated to a particle
(atom or macro-atom). An event can be associated to a probability obtained from
literature or from experiment. Furthermore, if several events are allowed for a single
particle, it is possible to weight each event. For example, Figure 26 shows the diagram
of an Attachment object used to check if a particle is allowed to stick to the coating. In
this case, the attachment is restricted by the stoichiometry in a given Area
(stoichiometry area). If the stoichiometry is not respected, the algorithm will check at
the positions defined by a second area (diffusion area) to mimic the diffusion of the
particle along the coating surface. If the stoichiometry is still not respected after
diffusion, the particle is supposed to be reflected from the film. This kind of object has

been used in Chapter 7 to set the attachment rules of an oxygen particle to a TiO2

coating.
over-stoichiometry PR A o over-stoichiometry a
=P 0o o
stoichiometry area G g oooe @ ,’I ooo ooo o o
02,0%.. °000% 00
o contact position diffusion area
00009’ L = 0 a0
09 , (A 0

Figure 26 Example of attachment rule defined by a maximal stoichiometry

When a new patrticle is to be deposited on the growing film, the energy transfer is
calculated according to Monte-Carlo binary elastic collision approximation (BCA)
where the collisions of an incoming particle are considered as a sequence of
independent collisions [93,94]. More precisely, a linear collision cascade BCA model
[93,95,96] is used where all the recoils produced in the film are treated as a sequence
of recoil generations, and where the path of a moving atom between two collisions is

supposed to be linear, see Figure 27(A).
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Figure 27 (A)Schematic view of a full collision cascade with the binary collision approximation; Right: geometrical

description of a collision process in BCA mode: (B) @ and O - recoil and scattering angle in the Laboratory
System, (C) 6 - scattering angle in the Centre-of-Mass System

| Center-of-Mass System (CMS) 7,
: ,"’é\ 2
® : (C)

The BCA algorithm is mainly based on the computation, for each collision, of the
energy transferred from an incoming particle to a second particle belonging to the film
(Figure 27(B)). This transferred energy, AE, is given by:
4m;m, 0
AE = E————sin? (—)
(my +m)? " \2
where m; and m, are masses of projectile and recoil particles, E the projectile energy

in the Laboratory System (LS) and 6 is the scattering angle in the centre-of-mass
system (CMS), see Figure 27(C):

Rm dR
0=m— ZbJ TORE
0 2 — — 2
R \/1 k. RZ

where b is an impact parameter, R,, is the minimum distance between the atoms, and

E. is the energy in the CMS:

m;
E.=F————
my; +m,

The recoll (@ ) and scattering (8) angles in the LS, Figure 27(B), can be calculated as:

* = T—0
2
sin@
O =tan! .
m—2+cost9
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The last module MADS focuses on the description of the experiment to be modelled.
This module gives access to several objects, like the one allowing to create (or import)
a complex substrate, or the one which simply define the final stack (i.e., multi-layer).
One really important MADS object is the flow object allowing to associate to a particle
(atom, molecule...) some angular and energy distributions (e.g., obtained analytically,
experimentally, or numerically by DSMC/PICMC) in order to mimic the deposition of
such particles by PVD or PECVD. By associating several flows, it is possible to

simulate the full process of a multi-species film growth.
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Annexes

11.2.

Main parameters of Virtual Coater. configuration

The main parameters of the final configuration of Virtual Coater are aggregate in the

following table:

Parameters

DSMC

PICMC

3D Geometry

Involved species

Time step [s]
Total physical time [s]
# Iterations

Cell size [mm3]

Pumping efficiency [L.s™]
Dynamic wall chemistry
Ti

Sticking coefficients Oy
Tit

Negative ion yield y,-
Initial charge density [m™]

Ti

Tio,
Ti & O(,, cosine exponant
Initial gas T [K]

wall T [K]

Ar base pressure [Pa]

SEEY

Target - substrate distance [mm]

Surf. binding Ti
energy [eV] TiO,

Particle weighting factors

Charged species

Neutral species
Ar
0,
(o]
Ti

Low
Resolution

Ar-0,-0-Ti
Ar-0,-0-Ti L Art - 0,t- O*- Tit
= O
1x10° L 2x10
3-5 . 150x10°®
3x10° - 5x10° | 7.5x106
NI AR rexnsnas
260 -
Yes No
1.0 1.0
Variable : -
- L 1.0
- 0.1 %
- © e & Art: 1.0x1013
0.114
0.080
1.5
- 300
300
0.5
160
4.89
6.0
- L 7.5x10°
_Metal  Trans. Oxide
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr 4.5x1010 ———
8.1x108  1.5x10'°  2.0x10%°
1.0x107  1.0x107 6.0x108
8.0x107  4.0x107 1.0x107
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