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Section 1: recent developments, technical aspects,
players and typology of profiling technologies?!?

1.Developments in context and in profiling

Profiling has come a long way since the 2010 recommendation. For one thing, the explosion in
technologies such as deep learning has brought analyses that were previously impossible well within
reach. At the same time, people have become aware of the opportunities and risks presented by those
very technologies for society and individuals. This report begins with a short review of these
developments.

1.1 Factors driving the technological changes

The technologies that are currently revolutionising profiling did not just appear from one day to the
next. The concept of artificial intelligence saw the light of day in 1956 at the Dartmouth conference,
and the term "machine learning" was suggested by Arthur Samuel in 1959. Deep learning can be
traced back to the 1980s. There are various reasons why these research-generated technologies have
boomed in recent years.

Firstly, research itself has made leaps and bounds in these spheres. Powerful algorithms have been
developed to analyse large quantities of data. In their 2012 article "ImageNet Classification with Deep
Convolutional Neural Networks"3, which rekindled interest in deep learning, Krizhevsky, Sutskever and
Hinton trained a network of 650,000 neurones with 60 million parameters from ImageNet (1,200,000
images from 1,000 different classes). By way of comparison, the LeNet-5% neural network proposed
by Lecun, Bottou, Bengio and Haffner in 1998 had only 60,000 parameters and could only recognise
digits. This technical prowess made it possible to reduce the error rate in image recognition by 11%.
Since then, a whole host of neural network architectures have been put forward.

Secondly, data are currently available on an unprecedented scale. On the one hand, varied collections
of images, texts, sounds, raw data etc have been made public by various entities (research laboratories,
private companies, public bodies, international organisations etc). Examples include ImageNet® as well

1 This first section was written by Professor Benoit FRENAY, IT specialist, under the supervision and with the
assistance of Professor Yves POULLET

2 Some companies or logos are used to give the reader a clear idea in the framework of this report. This is not a
judgement on the importance of these or the quality of the products offered.

3 Alex Krizhevsky, llya Sutskever and Geoffrey E. Hinton. 2012. ImageNet classification with deep convolutional
neural networks. In Proceedings of the 25th International Conference on Neural Information Processing
Systems - Volume 1 (NIPS'12), F. Pereira, C. J. C. Burges, L. Bottou and K. Q. Weinberger (Eds.), Vol. 1. Curran
Associates Inc., USA, 1097-1105.

4LeCun, Y., Bottou, L., Bengio, Y. & Haffner, P. (1998). Gradient-based learning applied to document
recognition. Proceedings of the IEEE, 86(11), 2278-2323. https://doi.org/10.1109/5.726791

5 http://www.image-net.org/



as the open data of cities such as Paris®, London’, New York® or Namur?, sites such as Wikipedia® which
supply enormous quantities of text, the YouTube-8M dataset!! with its 237,000 video segments
published by Google, the International Collaboration on Cancer Reporting'? which seeks to produce
standardised datasets for different types of cancer and makes recommendations along these lines®3
etc. Onthe other hand, those entities are building their in-house data collections for their own use. It
may be a public body seeking to improve the public services it provides, a private company wishing to
improve or sell its products, an on-line multimedia service etc. In the second part of this document we
will take another look at the great diversity of possible uses of profiling and profilers.

Thirdly, developments in hardware or software technologies have opened up the possibilities for
running resource-hungry algorithms on large quantities of data. In 2012, Krizhevsky, Sutskever and
Hinton were already using graphics processing units or GPUs, graphics cards initially developed for PCs
(video games, graphics rendering etc). GPUs are used extensively to accelerate deep learning
computations by several orders of magnitude and to quickly train new neural networks. While the
storage of large quantities of data is nothing new (one example being Teradata founded in 1979), other
technologies emerged in the 2000s, such as MapReduce (2004) and its open-source implementation
Hadoop (2006), and are inextricably linked to the "Big Data phenomenon".

Fourthly, for private stakeholders, the data are an inestimable source of information and, in some
cases, constitute their core activity, so it is not surprising that they are investing heavily in this area.
Some corporations are actively involved in research into artificial intelligence and new technology
development, with considerable budgets devoted to these activities.

In conclusion, the rapid developments of the last fifteen years or so is explained by the convergence
of a number of factors: efficient algorithms can now exploit large quantities of data thanks to hardware
and software technologies in turn made possible by research and substantial investment by both public
stakeholders (including backers such as the European Union with Horizon 2020) and private
stakeholders. These developments have paved the way for innovations that are beneficial for
individuals and the community but also carry risks at both individual and community level (see section
2).

1.2 Perception and impact of technological change

The development of artificial intelligence, machine learning and deep learning have had a substantial
impact on profiling. While profiling did not necessarily require the use of these technologies, they now
make it possible to exploit personal data far more effectively.

The rapid progress of smart technologies and the enthusiasm for them have naturally led to them
being applied in numerous contexts in recent years. On the one hand, this is enabling us to tackle
problems that were previously difficult to resolve, effectively and on a large scale (automatic diagnosis

5 https://opendata.paris.fr

7 https://data.london.gov.uk/

8 https://opendata.cityofnewyork.us/

% https://data.namur.be

10 https://en.wikipedia.org/wiki/Academic_studies_about_Wikipedia
11 https://research.google.com/youtube8m/

12 http://www.iccr-cancer.org/

13 https://www.ncbi.nlm.nih.gov/pubmed/27735079



of skin cancer with a smartphone!®, fraud detection, personalised advice on sales or multimedia
platforms etc). On the other hand, the widespread use of artificial intelligence for profiling has
highlighted issues connected to information technology, sociology, ethics, law etc: risks run by
employees in recruitment or their career, ethical use of profiling, rights and obligations linked to data
use, developing more transparent and more easily interpretable algorithms, reducing problems of bias
and discrimination, making algorithms more resistant to noise and attacks etc.

In parallel, public and private players, including the media, are exposing the uninitiated to these
technologies, as they use them and receive information through them. The claims made regarding
these technologies come from both ends of the spectrum. On the one hand, people are told about
self-driving cars, artificial intelligence robots playing Go or poker and personal assistants for day-to-
day living. On the other hand, they are warned of potential abuses, threats to democracy,
discrimination and job losses. It is difficult for people to know what to think, and this is a threat to
public debate, which can no longer take place in the right conditions. And when they are bombarded
by the hard sell, people also have trouble working out the real capabilities and limits of the systems
being sold to them. On a broader scale, the decision-makers within public and private bodies are
sometimes equally confused. Moreover, it is not easy to find technical and non-technical staff who
are trained in these technologies. There is a real societal problem of education in artificial intelligence
and, in particular, the specific issues of profiling.

Society's swift and widespread uptake of artificial intelligence technologies for profiling therefore lays
bare unprecedented potential uses, while raising technical and non-technical questions and an urgent
need for education at all levels of society.

1.3 Responses to technological change

There have been various responses in recent years to artificial intelligence and its impact on profiling.
On the one hand, regulations are applicable and reports have been drawn up at different levels, such
as the GDPR Regulation and the "Ethics guidelines for trustworthy Al" report at European level, the "Al
for humanity" report in France or Al4Belgium in Belgium. On the other hand, funding has been set up
to support research development, such as the recent "H2020 Call on European Network of Artificial
Intelligence Excellence Centres".

Training has been put in place at different levels (universities, colleges, training centres etc) to train
employees to cope with the challenges of profiling and artificial intelligence. Discussions are under way
with a view to educating children, teenagers and the general public, notably in Belgium, Finland, France
and the Netherlands. Numerous research laboratories and corporations are looking in tandem at the
positive impact that profiling can have on teaching: personalised pathways for pupils with exercises
and lessons tailored to their profile, detection and prevention of school drop-out on the basis of the
pupil's results and activities etc.

In the world of research, the issues mentioned above are tackled head-on: many scientific conferences
include sessions devoted to problems of bias, "interpretability", reliability, ethics, security, preserving
anonymity etc. At the same time, corporations have also been made aware of these issues and are

14 Esteva, Andre & Kuprel, Brett & Novoa, Roberto & Ko, Justin & M Swetter, Susan & M Blau, Helen & Thrun,
Sebastian. (2017). Dermatologist-level classification of skin cancer with deep neural networks. Nature. 542.
10.1038/nature21056.



making efforts accordingly. Initiatives such as the UN "Al for Good" platform promote the beneficial
use of artificial intelligence. Despite all these initiatives, it is clear that the existing problems are far
from being resolved. At present it is difficult to ensure perfect "interpretability", reliability or security
for many of the artificial intelligence systems used in profiling. Research is more necessary than ever,
particularly in the IT field, from which the technical solutions will come. But an interdisciplinary
approach is indispensable to better meet those challenges.

In conclusion, the technological developments of recent years have prompted numerous responses in
the spheres of politics, law, education, research and business. One tendency observed in recent times
is particularly noteworthy. Many researchers in the fields of artificial intelligence, machine learning
and deep learning are leaving research laboratories for private-sector companies. While this
movement is normal and desirable, it is on an unprecedented scale. In the artificial intelligence sphere,
we are seeing a real privatisation of research. It is becoming difficult for universities to keep their best
talent. An ambitious policy of support for independent research is now needed more than ever so that
Europe remains the scientific leader in this area. Meeting the challenges of profiling calls for strong,
perennial fundamental and applied research, which reports its findings and progress and accepts peer
discussion in return.

Chapter 2. Players

Using artificial intelligence, machine learning and deep learning for profiling makes setting up new
projects a more complex business. It is now rare for a project to involve just one player to create the
necessary algorithms and adapt, configure and use them. The data also have to be acquired, stored
and organised. What is more, the profiling components are usually only one part of a far larger system
in which they must be integrated. This section looks at a classic example of using machine learning
and the variants tailored to different scenarios involving a variable number of different types of
players.

2.1 Base scenario: a single player

The artificial intelligence techniques used for profiling fall chiefly within the domain of machine
learning and, in some cases, more specifically deep learning, a sub-discipline of machine learning that
is particularly useful when images, video, sound or text are processed. Figure 1 shows the main phases
of machine learning: training and prediction.

training learning
data algorithm
|

learning phase 1

-———

new prediction catego
individual algorithm gory

prediction phase

Figure 1: training (learning phase) and use (prediction phase) of a machine learning model.



Training entails exploiting a dataset in order to learn a model using those data. The model uses
mathematical abstraction providing a simplified description of the data to resolve the task at hand.
For example, an estate agency might want to predict the price of property according to its surface area,
the number of bedrooms, the presence of nearby shops, noise pollution indicators, the age of the
property etc. In such a case, it will have data on numerous properties it has already sold, for which the
sale price will be known: these are the training data, which it will then use to arrive at a formula along
the lines of:

price = parameter grrace area X SUTface + parameter peqrooms X bedrooms
+ parameter gpq,s X shops + parameter poqution X pollution
+ parameter ,qe X age

in which the value of the parameter of each characteristic is initially unknown. The training will involve
looking for the best values of these parameters to find the closest possible match to the prices
observed for the properties previously sold. The hypothesis is that the model (ie the formula with the
best parameter values) will make it possible to correctly estimate the price of properties coming onto
the market. A linear model of this kind is too simple to be able to provide a perfect explanation of
market prices but it will probably yield an initial estimate that will be accurate enough for the agency's
needs.

The prediction phase will use the model taught to the machine using the data to make predictions for
newly available property. In practice, a model can predict a number, but also a category, which is more
common in profiling. Accordingly, we can use the data available on a large number of customers to
teach a customer retention model making it possible to predict whether there is a risk of a customer
going over to the competition. The model may be a linear formula, as above, but it may also take the
form of logic rules like figure 2 or be rather more complex, such as the Inception-v3 neural network
whose architecture is shown in figure 3.
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Figure 2: example of a model of categories expressed in the form of logic rules organised in a decision tree®.
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Figure 3: example of a neural network (deep learning) with a parameter count of 23,885,392 (Google's Inception-v3)?e,

In the scenario presented here, only one player is involved: the estate agency which acquires, stores
and manages the data, devises and uses machine learning algorithms and then deploys them. In
practice, profiling is rarely down to a single player and the situation is far more complex.

Before going any further, the distinction should be noted between artificial intelligence, machine
learning and deep learning. Artificial intelligence is an IT discipline which creates new algorithms
capable of resolving problems normally requiring human intelligence. This covers a variety of tasks

15 Figure reproduced from Tanner, L; Schreiber, M; Low, JG; Ong, A; Tolfvenstam, T; Lai, YL; Ng, LC; Leo, YS; Thi
Puong,L; Vasudevan, SG; +3 more... Simmons, CP; Hibberd, ML; Ooi, EE; (2008) Decision tree algorithms predict
the diagnosis and outcome of dengue fever in the early phase of iliness. PLoS neglected tropical diseases, 2 (3).
€196. ISSN 1935-2727 DOI: https://doi.org/10.1371/journal.pntd.0000196.

16 Figure reproduced from https://cloud.google.com/tpu/docs/inception-v3-advanced.



such as planning, games, meeting constraints, logical reasoning (notably expert systems) or
probabilistic reasoning, processing of the spoken word, text or images etc. Among the artificial
intelligence techniques, machine learning has the specific characteristic of being able to exploit the
available data to allow the creation of artificial intelligence which learns. More specifically, when the
data are images, sound or text, deep learning, a sub-domain of machine learning, is commonly used to
create networks of neurones geared to model these types of data.

2.2 Using specialised libraries

Figure 4 takes the previously developed scenario with a focus on training. A single player is involved:
the one providing the final service incorporating profiling. Even for a machine learning specialist, it is
rare to not at least use support from specialised libraries, as figure 5 shows. A library is a set of ready-
to-use functionalities (in other words, implementations of algorithms) for the easy creation of new
programmes. In this way, when a development team uses a library for a new project, it avoids having
to reinvent the wheel and (re)develop a whole host of commonly used algorithms. For example,
experts would not implement a model such as support vector machines themselves; they would
instead use the LIBSVM library which provides effective implementation of that model. A model like
this has been the subject of thousands of scientific publications and is very tricky to implement.

Many machine learning algorithms are already implemented (ie made available) in free open source
libraries such as LIBSVM, LIBLINEAR, scikit-learn, Weka, Keras, TensorFlow, PyTorch or their
commercial equivalents. These libraries are extraordinary time-savers, making it possible to achieve
competitive results. Effective and reliable implementation of many machine learning algorithms
requires substantial expertise and a considerable amount of time, often hinging on decades of

research.
training learning
data algorithm

service provider

Figure 4: training phase where there is only one player.
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Figure 5: training phase using specialised libraries.

The "libraries" mentioned above are devised thanks to the considerable work carried out by large non-
profit communities or corporations. In the case of open source and free libraries, they are available
on the Internet and can be downloaded by any actor who wishes to use them. They are usually
accompanied by a disclaimer that they provide no guarantees (in the legal sense) and must be used
with all due precaution. It is impossible to overstate the importance of free open source libraries on



machine learning, which are very widely used and without which most current-day developments
would not exist, particularly in deep learning. Although they are non-commercial in nature, the fact
that they have been developed by big communities is often a guarantee of quality. Our
recommendations will have to take account of the need for these libraries to be developed, an
undeniable factor in innovation, and look to self-regulation in scientific research and researcher
communities for safeguards against the risks linked to their use for profiling.

2.3 Subcontracting learning
In this case, the player wishing to use a profiling service does not have the expertise to do so and may
therefore call on the services of one or more players who will design algorithms tailored to the needs,
thus delegating the training phase as shown in figure 6. Obviously, the players will follow the
subcontracting rules laid down.

e ~

training
data
A

service provider |

\ 4
learning
algorithm

- S/

model provider

.

-

Figure 6: delegating the training phase to an outside provider.

There are a number of possible reasons for delegating the training phase. Even when the technical
expertise is there, the sheer quantity of data used in profiling may be such (people often talk of "Big
Data", even if the term only really applies to a few major players) that a specific infrastructure must be
set up or used, either to store the information or to analyse it. That calls for the deployment of
hardware and software resources requiring skills lying outside the field of machine learning. One
extreme (but common) case is the use of "cloud"-style platforms where a player pays for access to
substantial storage and computing resources to run their own algorithms. And, in some cases, it may
simply be more efficient to call on a profiling specialist.

2.4 The special case of deep learning

In the case of deep learning, the problems involved in designing and running algorithms are even more
substantial. To train the Inception-v3 network shown in figure 3, Google's researchers had to use 50
GPUs. Each GPU can cost up to several thousand euros, outlay that is well beyond the reach of an
SMB. In addition, designing suitable neural network architecture requires sound experience of deep
learning. For these reasons, it is difficult for a small player to develop their own deep learning model.

In practice, for profiling activities entailing the recognition of images similar to those found in image
datasets, you do not need to create your own model. Some major players have made models they
have trained using large collections of images freely available at no cost, enabling smaller players to
download and use them straightaway, as in figure 7, without having to bear the training costs. This is
common practice in the world of research and teaching, particularly in the study of deep learning or
for quickly and cheaply testing out an idea. Obviously, the downside is that only the categories opted
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for in the design of the model will be recognised. A network like DeepLoc?’ trained using images of
yeast cultures under the microscope will be useless for distinguishing between cats and dogs. Likewise,
Inception-v3 could not be used instead of Deeploc as it recognises only "natural" images (dog, cat,

tree etc).

e A
A

- /
service provider I
|

s ™

large learning pretrained
dataset algorithm model
\ ImageNet Inception-v3 )

deep learning provider
Figure 7: using a pre-trained model.

Numerous free-access networks have been trained using the same set of images regarded as
authoritative in the scientific community: ImageNet. As shown in figure 8, this adds in a new player:
the entity which devises and makes available the image dataset, without associating any models with
it.

4

service provider

|
> learning pretrained
: algorithm model
Inception-v3
|
| image
large database
dataset provider

ImageNet

Figure 8: addition of the image dataset provider.

For machine learning to work, the image datasets have to contain images that are sufficiently varied
and associated with predefined categories. ImageNet contains 1,200,000 images belonging to 1,000
different classes. However, the conditions in which the images are collected and associated with
categories can have a considerable impact on the models that will be developed and used by the other
players. Figure 9 shows the breakdown of the geographic origin of the images: there is a clear bias in
representativity’® which explains why certain images are not well recognised by neural networks
trained using ImageNet. The same problem has been encountered with a number of commercial facial
recognition systems trained using collections chiefly made up of male Caucasians®® (see figure 10). As

17 Kraus, Oren & T Grys, Ben & Ba, Jimmy & Chong, Yolanda & J Frey, Brendan & Boone, Charles & J Andrews,
Brenda. (2017). Automated analysis of high-content microscopy data with deep learning. Molecular Systems
Biology. 13. 924. 10.15252/msb.20177551.

18 Sshankar, Shreya, et al. "No classification without representation: Assessing geodiversity issues in open data
sets for the developing world." arXiv:1711.08536 (2017).

1% Buolamwini, J. & Gebru, T.. (2018). Gender Shades: Intersectional Accuracy Disparities in Commercial Gender
Classification. Proc. FAT in PMLR 81:77-91
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pointed out previously, image datasets like ImageNet are made available without any (legal) guarantee
and it is for the users of those images to check that they are suitable for the intended application.
ImageNet is described in detail in "ImageNet: A Large-Scale Hierarchical Image Database"? and
"Construction and Analysis of a Large Scale Image Ontology"%! and has been used in many studies. In
the medical sphere, datasets may be guided by recommendations, such as those of the International
Collaboration on Cancer Reporting??.

ImageNet

Figure 9: breakdown of the geographic origin of the images in ImageNet?3.

(o)
Adience H a0 G W %Darker Female

B %Darker Male

[JB-A 59.4
%Lighter Female
PPB 233 30 %Ligher Male
0% 25% 50% 75% 100%

Figure 10: content of three image datasets used to train facial recognition systems?4,

2.5 The pre-trained models revolution

In many cases, it is not enough to use an existing deep learning model without tweaking it. However,
it is rare to have the quantity of images needed to train a "deep learning" neural network: a collection
of a few hundred or a few thousand images is nowhere near enough but this is very often the size of
the datasets available to a player wishing to develop a service using deep learning. The images do not
only have to be acquired but also be manually labelled one by one. In a medical context, for example,
the process is long and costly because of the expertise and equipment required. Moreover, the
number of patients available for such research will be limited.

20 ), Deng, W. Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei, ImageNet: A Large-Scale Hierarchical Image
Database. /EEE Computer Vision and Pattern Recognition (CVPR), 2009.

21 ). Deng, K. Li, M. Do, H. Su, L. Fei-Fei, Construction and Analysis of a Large Scale Image Ontology. /n Vision
Sciences Society (VSS), 2009

22 See the list of publications featured on the site http://www.iccr-cancer.org

2 Figure reproduced from Shankar, Shreya, et al. "No classification without representation: Assessing
geodiversity issues in open data sets for the developing world." arXiv:1711.08536 (2017).

% Figure reproduced from Buolamwini, J. & Gebru, T.. (2018). Gender Shades: Intersectional Accuracy
Disparities in Commercial Gender Classification. Proc. FAT in PMLR 81:77-91.
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When a player wants to develop a deep learning model but does not have enough images, there is a
simple and often effective solution, which entails simply using the small image dataset to retrain a
model that has already been trained with a larger image dataset (see figure 11). In a 2017 study® for
example, researchers at Stanford took the Inception-v3 network that had been pre-trained on
ImageNet and retrained it using 129,450 photos of skin lesions from 18 image datasets that were
divided into in 2,032 classes, exploiting what Inception-v3 had already learnt in order to resolve a
complex problem, using a more limited number of images. There are plenty of other examples in
scientific literature of "transfer learning" techniques (transferring to one problem what the network
has learnt about another problem to arrive at a better solution).

"~ ™
small transfer model
dataset learning 04

N A /

service provider |
_______ |
large CEINTY pretrained
dataset algorithm model
ImageNet Inception-v3

deep learning provider

Figure 11: retraining and using a pre-trained neural network by transfer learning.

When transfer learning is used, the biases mentioned above can come from several sources of data:
those used to pre-train the model and those used to retrain it. It must be emphasised, however, that
transfer learning is often inevitable in deep learning.

2.6 Involvement of players from other disciplines

The scenarios focus on the technical aspects of machine learning but, in addition to artificial
intelligence specialists, many other players will also become involved: profiling is by nature
multidisciplinary as it requires input from specialists in databases, software engineering, man-machine
interfaces, law, ethics etc. The infrastructures to store the data have to be designed, the software
systems for profiling have to be painstakingly constructed in a process beginning with the analysis of
the needs and culminating in system release, the interfaces for exploiting profiling results (for example
for effectively presenting product recommendations to a customer) must be designed, it must be
ensured that the profiling system complies with legislation on personal data (among others), checked
that the profiling system contains no bias and does not discriminate against any category of individuals
etc. All these players must be taken into account in discussion on profiling as their contribution is vital.

%5 https://cs.stanford.edu/people/esteva/nature/
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2.7 Conclusion

There are many possible configurations of players in profiling. Within those configurations, each player
bears a certain responsibility and has a different impact on the final outcome. The case of open source
players is a special one: they have no control over the players who use the data, algorithms and models
they provide but they do have a crucial role in innovation where profiling is concerned. It is
indispensable, therefore, when considering the legal aspects of profiling, to take account of the specific
characteristics of the players and assign adequate responsibility to each of them. In the case of open
source tools and datasets, it should be noted that that effort towards documentation has already been
undertaken and that, by definition, open source projects are subject to criticism and improvement by
their users. Research in the area of artificial intelligence is a source of information on these tools and
their limits.

Chapter 3.Typology of profiling, technical
solutions and purposes

Numerous types of profiling are possible and can be distinguished by the type of technology used and
the purpose of the profiling. A few of these possibilities are reviewed below.

3.1 Types of technical solutions

Profiling uses the data available for a person in order to better understand them or infer other
information (risk of developing an iliness, consumer behaviour etc). When machine learning must be
used to build a model for profiling, the form of profiling must be specified in technical terms in order
to choose the right technology.

If we know in advance what purpose profiling is supposed to serve and we have examples of correct
responses for a sufficiently large sample of people, supervised machine learning will be used. A
supervised algorithm is geared to learning the link between the data available for a person and what
the profiling entity wants to be able to say about that person. In a psychological study carried out on
several volunteers, we might for example look for the link between the data gathered via
guestionnaires and their level of stress at work. For this kind of profiling, the purpose is clearly
established. A supervised machine learning algorithm will be able to use all the questionnaires
obtained and see how to best predict stress levels at work based solely on the responses given by each
individual.

A number of variants can be distinguished among supervised ‘problems’, including classification,
regression or ordinal regression. Classification assigns each individual to one of a predefined set of
possible categories. This could relate to illnesses, customer types etc. When the idea is to assign a
number to a person, the analysis involves regression, for example to predict a person's age on the
basis of a photograph, typically by using deep learning, while ordinal regression seeks to predict a level
of satisfaction or preference.
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Systems geared to "recommendations" based on profiling may also use machine learning. This entails
predicting an individual's preferences on the basis of other people's preferences, as commonly done
on on-line purchasing platforms or in targeted advertising. Collaborative filtering is a recommendation
technique which compares the consumer histories of the different users of a service, on the
assumption that people with similar habits will be receptive to similar products that they have not yet
consumed. Numerous variants exist.

In some profiling scenarios, it is sometimes difficult if not impossible to fully specify the purpose in
advance, as the response expected by the profiling system is not yet known. This is typically the case
when the aim is to segment the population of a country, the patient community of a hospital or a
company's customers. Groups of people will be found automatically by algorithms, the point being
precisely to learn new things about the citizens, patients or customers concerned in order to better
understand them, develop services better tailored to them, identify sub-populations at risk etc. This
unsupervised profiling is very common and raises the question as to what extent it is possible or
desirable to precisely define the purpose of profiling. Profiling of this kind is generally intended to
explore the data and isolate new knowledge that will then be exploited by humans, often in a
preliminary phase.

Another form of profiling where the expected behaviour is difficult to predict is anomaly detection,
which involves detecting "outliers" within a population, ie individuals that are significantly different
from the rest of the population. Someone who uses a service in an abnormal way might be detected
(case of fraud) or quite simply someone who should be ruled out of other analyses as they would skew
the results.

There are also intermediary situations in profiling. For example, semi-supervised algorithms can be
used to carry out supervised profiling, even if the expected response is known only for a limited
number of individuals. This means that a large population of individuals can be used to build a
classification model, even though the correct category is known only for a low percentage of them.
This is a common scenario when the data are easy to acquire but the response (category, number,
preference) is costly and difficult to obtain, particularly if it requires intervention by human specialists.
This is the case for image processing for example.

In conclusion, there are many different types of algorithms for profiling. Some of those algorithms will
themselves help their designers to better understand the people they are studying and more closely
define the profiling they are aiming for. It appears important to take account of this variety and the
fact that it is particularly difficult to predict what personal data will be useful in the case of
unsupervised algorithms. It must also be noted that the aforementioned algorithms are capable of
processing not only digitised information but also images, sound, text, sequences etc.

3.2 Types of profiling and their purposes

Part Il of this document analyses the purposes of profiling in more detail but it is worth making a few
comments here on the basis of the technical discussion above.

The purpose of profiling will be more or less specific depending on whether the profiling is clearly
defined to begin with or more exploratory in nature. An additional factor is an important distinction
made in machine learning: a model (and therefore profiling) can have a descriptive or predictive aim.
A descriptive model describes in comprehensible form the relation (ie the mathematical formula or
logic rules) between someone's personal data and the response sought. Its aim is to better understand
this relation, for example when a doctor tries to understand how and why an illness occurs in some
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patients and not others. In contrast, a predictive model has the sole aim of predicting the response
sought for a specific individual. It is not strictly necessary, therefore, for this model to be transparent,
as it must above all be accurate. In practice, some models may be suitable to a certain extent for both
description and prediction, such as linear models (see the example of the estate agency) or decision
trees (see figure 2). Neural networks are a counterexample: the price to be paid for their predictive
power is less transparency. In particular, deep learning makes it possible to process images, sound or
text, but without us being able to make sense of the calculations carried out. This problem does not
stem from the fact that the calculations are not known (they are known exactly, otherwise the
computer would be incapable of running them) but rather from the fact that they are far too complex
to be "unravelled" by the human mind in order to arrive at a precise interpretation. There are plenty
of tools such as saliency maps that give a vague idea of the area of the image used by deep learning to
take a decision but they are insufficient and their reliability is a subject of debate®.

In the design of a profiling system, one important choice will be the compromise between transparency
and accuracy. Most transparent models are less accurate for resolving complex problems. On the
other hand, the more accurate models are often difficult to interpret and not very transparent. The
risk to which the individuals profiled are exposed seems to be an important factor in determining
where the compromise must lie. Not understanding the workings of an algorithm that recommends
music is probably less of an issue than having no explanation of an algorithm that refuses credit. But
in some cases, despite a high risk, it may be difficult to justify the use of a less accurate but transparent
profiling system whereas a far more accurate system would be possible. One area where this problem
arises is medicine: is it better to have a powerful but opaque model or a less reliable model that we
can explain?

Finally, we must stress one specific characteristic of artificial intelligence technologies, machine
learning and deep learning that has enabled profiling to come on in leaps and bounds. These
algorithms came from scientific research, which is also carried out in certain laboratories owned by
large corporations, resulting in a whole host of large open source libraries and datasets that are
publicly accessible. The large-scale use of machine learning is made possible by these algorithms and
datasets which have been documented and evaluated in hundreds of thousands of scientific
publications. The algorithms present in these libraries are often based on the latest scientific
developments. In alegal analysis, it is important to take account of this ecosystem in order to preserve
it.

26 Julius Adebayo, Justin Gilmer, Michael Muelly, lan Goodfellow, Moritz Hardt, and Been Kim. 2018. Sanity
checks for saliency maps. In Proceedings of the 32nd International Conference on Neural Information
Processing Systems (NIPS'18), Samy Bengio, Hanna M. Wallach, Hugo Larochelle, Kristen Grauman, and Nicolo
Cesa-Bianchi (Eds.). Curran Associates Inc., USA, 9525-9536.
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Sec

tion 11%7: Profiling and privacy: from

legal considerations to recommendations

Chapter I: CHALLENGES AND DEFINITION OF PROFILING

1.

Introduction: The term ‘profiling’ brings together various operations that may pursue
a number of purposes and present very different degrees of risk. The profiling
operation is not necessarily linked to the use of information systems. Each and every
one of us "profiles" other people at some point. We all try to categorise those around
us on the basis of their personal attributes whether relevant, objective, permanent or
not. In short, we use the subjective or objective data in our possession to categorise
others and infer, without doubt with some margin of error in our assessment, other
traits or tendencies of which we know nothing. Profiling is therefore in the nature of
any human being, as we all try to put a label on the reality around us or, to put it
another way, place other people in categories so that we can get a better handle on
them and behave accordingly. However, using information systems changes the ways
and scope of profiling for various reasons.

e The first is that present-day information systems, through their interactivity and
omnipresence, make it possible to increase - and exponentially so —the amount of
data gathered. Whereas data storage and communication capacities were
previously limited, today, firstly, they have become pretty well infinite, as
demonstrated by the phenomenon of Big Data and, secondly, the Internet of things
and the multiplication of services that are just a mouse-click away make it possible
to capture increasingly trivial aspects of everyday life. Whoever is in possession of
those data will be able to ‘profile’ the individual concerned in ever closer detail.

e The second is the use of ever more powerful algorithms to analyse that quantity of
data. Twenty years ago ‘profilers’ used the help of algorithms based on a pattern
replicating human reasoning, creating what were known as expert systems capable
of standing in for (or in all events assisting) the data controller in that they
automatically transposed and applied the ‘rules’ set up by human experts on the
basis of their experience. These systems guided reasoning and avoided the
subjectivity and risks of discrimination that any human decision-maker would have.
These expert systems, which use totally transparent algorithms, are now being
superseded by what we call machine learning systems or deep learning systems
capable of working on far more data than could be processed by experts. These
systems run correlations between expanding volumes of data using algorithms
which feed on the data encountered and gradually refine themselves accordingly.
The variety and complexity of the ‘models’ followed and developed by these

27 This section was written by Yves POULLET under the supervision and with the assistance of Benoit

FRENAY
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algorithms are such that their functioning loses some of its transparency, even for
the people who developed and/or use them.

2. Advantages of ‘automated’ profiling — So there is a difference between digital
‘profiling” and human profiling. Digital profiling presents advantages but also risks for
the individual?®. These risks call for regulation enabling trust on the part of those who
are subject to such processing or have its results imposed on them and maximising the
benefits linked to the use of these decision-making systems or aids.

The advantages of profiling are quite clear for the corporations and administrations
which use such systems.

For corporations it is all about optimising their actions and investment.
Profiling will enable corporations to target their clientele, determine their
strategies using any number of parameters, better understand the reactions of
a given community etc. It is also an aid for making the right choice of location
and for employee recruitment or promotion. Finally, it will help them to detect
possible cyberattacks, fraud etc.

For the public authorities?®, the advantages of these systems lie firstly in having
a better grasp of the real situation and then better framing public authority
action strategies in areas such as policies on employment, fighting crime or
education. Administrations also see them as a means of more effectively
applying their regulations.

For a subject who has been profiled, the advantages are equally well-known.
One example is the health sector, where analysis by artificial intelligence of a
patient's clinical antecedents and tumour tissue cross-referenced with those of
thousands of other patients guides the doctor towards a given course of action
in the space of a few seconds and predicts an operation's chances of success. A
second example relates to benefits for consumers: someone wishing to buy a
lawnmower best suited to their needs and faced with a highly diverse market
offer can be gradually guided by an interactive decision-aiding system towards
the search engines that will provide answers: this is about optimising consumer
choice; a third example is to be found in the service provided by music or film
platforms: many of us are very grateful to platform operators for guiding us
towards music matching our tastes that we did not know even existed; finally,

28 We all know the criticisms of the profiling instinctively carried out by a corporate manager who has to recruit
an employee or decide on a promotion. Human subjectivity, a bad mood, suspicions of a stitch-up and a lack of
quality and quantity of data serving as the basis for their decision will all be sources of doubt hanging over the
decision in the eyes of some. Inversely, there is little to criticise in a decision proposed or provided by a machine
having worked on plentiful data that appear to be objective (handwriting samples, statistics on a given category
of candidates in relation to their studies and curricula vitae, their behaviour during the interview analysed by
facial recognition systems etc) and applied without discrimination to all candidates. The neutrality of the
workings of the information system, the volume of the data processed and the apparent objectivity are obvious
advantages in replacing human assessment with a digital one.

29 Regarding the use of automated profiling systems in 11 countries of the European Union, see the report:
Automating Society Taking Stock of Automated Decision-Making in the EU: A report by AlgorithmWatch in
cooperation with Bertelsmann Stiftung, supported by the Open Society Foundations, January 2019 available at:
www.algorithmwatch.org/automating-society.
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3.

in the area of employment policy, public authorities are able to define desirable
job profiles and study specialisations, in relation to multiple criteria reflecting
the local community, the local economy's current and future needs and
numerous other aspects, while pinpointing shortages or surpluses of trainees
in the different disciplines. In addition, when made available, the results of this
profiling will also be of interest to members of the public who will be able to
select their training and orient their job applications in line with demand.

... and risks - These advantages of automated profiling are to be weighed against risks
whose seriousness is to be gauged in terms of the consequences and impact of the
profiling decisions entrusted to digital systems. The dangers of profiling are to be
measured against the purpose sought or discovered by the person setting it up. It must
be emphasised that profiling is not just one end in itself but may correspond to a
multitude of purposes: medical research, targeting clientele for marketing, framing
public strategies, combating fraud or preventing crime etc. That said, because of their
characteristics, profiling operations carried out within the framework of machine
learning information systems generally carry risks inherent in these methods.

e The first of these is that a large amount of the data gathered is processed out
of context.In one example involving the hiring of an employee, a system
excluding all graduates who took more than five years to complete their
master's degree would rule out a candidate having taken seven years to
complete their studies owing to a health problem.

e The second is that the algorithm may present errors either in its design or in
the data used which may be false or of poor quality or a poor match for the
problem to be resolved. Worse still, the data or algorithms chosen may contain
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a degree of bias®® yielding misleading results or resulting in discrimination
against certain individuals3! or even groups.

e The third is undeniably the fear of ‘Deus ex machina’, ie the trust given a priori
to the results of the algorithm. Human judgement, though subjective, can be
revised and above all contradicted by other human judgements. One could
certainly argue that it would be sufficient to reserve the ultimate say for human
judgement and, with it, the possibility of revising the ‘truth spoken by the
machine’. We will come back to this point but we should note that this
possibility of review does not always exist and the decision ‘suggested’ by the
computer bears a strong presumption of truth, owing to the qualities of
objectivity and neutrality that are acknowledged in or rather attributed to the
workings of the information system generating the decision and, therefore,
failure to follow the computer's ‘suggestion’ risks being regarded as an error
and, frequently, proof of unacceptable subjectivity on the part of the person
not going along with the ‘suggestion’. Using such systems, as the GDPR notes
in its recitals, incites a real abdication of responsibility by the decision-maker.
Finally, this manner of taking decisions3?, with no possibility for the individual
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31 still on the subject of employee recruitment (see previous note), in this case a computer scientist, taking the
gender of top IT specialists into account is a bias: one only has to look at the number of female IT computer
scientists to see why there are few people who have the expertise expected

32 As the preparatory work for the RGPD shows, the European legislator concluded that there was cause for
concern over such automation as it cuts down the role played by people in decision-making processes: "This
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4.

to be heard and, sometimes, understand the reasons for the decision taken in
their respect, may in some cases be seen as a violation of human dignity,
reducing the individual to a mere subject of a calculation.

Initial thoughts on the role of the law — This brings us to the points targeted by
regulatory intervention to correct the risks of digital profiling. Firstly, this entails
recognising processing involving profiling as such, defining it. Then it is a matter, when
automated profiling systems are designed, of requiring a proper assessment of the
risks for those concerned, the risks linked to such processing weighed against the
advantages that these systems can offer both for the data subject and for the data
controller. In some cases, this weighing up of factors may require a real
multidisciplinary debate that is open to consideration of the different interests at
stake. Finally, data subjects must have the option, as they used to have, of challenging
the ‘truths coming from the computer’. Accordingly, such regulation suggests that
there should be a distinction between different types of profiling which carry differing
risks depending on the purposes sought. We will come back to this after looking at the
definitions used in various European texts.

Definitions - The GDPR defines profiling in Article 4 (4) as follows: "'profiling' means
any form of automated processing of personal data consisting of the use of personal
data to evaluate certain personal aspects relating to a natural person, in particular to
analyse or predict aspects concerning that natural person's performance at work,
economic situation, health, personal preferences, interests, reliability, behaviour,
location or movements." Directive (EU) 2016/680 of the European Parliament and the
Council of 27 April 2016 on the protection of natural persons with regard to the
processing of personal data by competent authorities for the purposes of the
prevention, investigation, detection or prosecution of criminal offences or the execution
of criminal penalties, and on the free movement of such data uses the same definition
in its Article 3(4).

This definition does not deviate from the one proposed in Recommendation CM Rec
(2010) 13. It should be noted however that the latter recommendation distinguished
the notion of profile, resulting from an algorithm capable of serving multiple purposes
and being applied to numerous individuals. For example, the fraud suspect ‘category’
focuses on the abstract characteristics theoretically presented by individuals who may
have committed such a crime) while the profiling aspect designates, within an
application pursuing a defined purpose, the application of the profile. "‘Profile’ refers to
a set of data characterising a category of individuals that is intended to be applied to an
individual". The term ‘profiling” in the Council of Europe recommendation hinged on
the term ‘profile’: "profiling" means an automatic data processing technique that
consists of applying a “profile” to an individual, particularly in order to take decisions
concerning her or him or for analysing or predicting her or his personal preferences,

provision is designed to protect the interest of the data subject in participating in the making of decisions which
are of importance to him. The use of extensive data profiles of individuals by powerful public and private
institutions deprives the individual of the capacity to influence decision-making processes within those
institutions, should decisions be taken on the sole basis of his ‘data shadow’.
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behaviours and attitudes”. Must the notion of profile be maintained whereas it is
dropped by the more recent European texts?

The term ‘profile’ was and still is meaningful in systems which distinguish operations
creating profiles from those that apply them, as would be the case in the definition of an
ideal employee profile or a potential criminal. On the other hand, it becomes irrelevant
when the functioning of the algorithm no longer allows a distinction between these two
phases, as it results directly in an ‘action’ in relation to an individual (such as the sending
of one-to-one marketing material advertising a product or service). In other words,
highlighting the ‘profile” allows transparency of the criteria to be applied in a second
phase by the profiling operation. It also helps to flag up discrimination, which is no
longer against individuals but at group level, as it is all the people corresponding to a
given category who risk being on the receiving end of a negative evaluation. One could
imagine a district presenting a profile of one that is dangerous being systematically
stigmatised during operations to track down a criminal or a district merely presenting
a profile of widespread illiteracy, where the residents would automatically be assigned
a negative coefficient when candidates for jobs were assessed.

In the light of our analysis of the functioning of artificial intelligence systems, we prefer
when discussing such systems to use the term ‘model’ rather than ‘profile’. A model
is a mathematical abstraction providing a simplified description of data to resolve the
task at hand, ie the formula with the best parameter values for the solution. A model
is not fixed but evolves as it encounters more data. It reflects the fact that profiling,
which uses automated learning methods, does not function through causalism which
deduces or claims to deduce a rule formulated by experts to establish that a given
person belongs to a given category but rather on the basis of purely statistical and
evolutive correlation between data. The pattern followed in the case of artificial
intelligence is not causal explanation but purely statistical findings.

Generic purposes of profiling: detecting and foreseeing — But beyond that, how are
these definitions to be understood? The definitions distinguish two generic purposes
of profiling: analysis and prevention. This entails both describing the past in order to
understand it and predicting a person's future behaviour. These two purposes are not
mutually exclusive. The distinction is clear, for example, when we look at processing
carried out by the police: it is one thing for profiling to use past events, such as a crime,
to look for a potential culprit (factoring in the place of the crime, the presence of given
clues, how the crime was carried out etc) — this is reactive profiling used to establish
the profile of the criminal in terms of a whole host of criteria including the analysis of
more or less similar precedents. It is quite another thing, though, to analyse the risks
of a prisoner reoffending or anticipating a terrorist attack and potential perpetrators,
where a forward-looking proactive analysis will yield predictions of the behaviour of
identified or identifiable individuals. That said, the distinction between these two
types of profiling is far from black and white. Obviously, analysing an individual's past
may end up pointing to their behaviour in the future.

Profiling beyond personal data - The definition of profiling in European Union texts
envisages processing insofar as it relates to personal data, and the obligations of the
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controller relate only to these data. It is noteworthy that the consultative committee
of Convention 108 guidelines in respect of Big Data broadens this area of concern. It
refers to operations involving data regardless of whether or not they are personal. This
is an important point as most of the Big Data on which systems using artificial
intelligence for profiling are run bring together both anonymous and personal data.
Some are statistical data (for instance, in a database used by the police authorities,
statistics on different types of crime by urban sector will be used). Indeed, is the
distinction between anonymous and personal still meaningful now that data classified
as anonymous can now sometimes be ‘deanonymised’? Furthermore, these
"anonymous" data are important in most profiling operations, and limiting the
obligations of the controller, such as the obligation of information, to personal data
alone creates a risk, in our opinion, of having an incomplete view of how profiling-
oriented processing works. We will come back to this major concern.

The 2010 recommendation: an avant-garde text — The Council of Europe's
recommendation dates from 2010, just under ten years ago. At the time it was hailed
as an avant-garde text. The recommendation explains the importance subsequently
attached to profiling-related processing by the European General Data Protection
Regulation (GDPR) and it should be noted, in particular, how the points are reiterated
in that Regulation, including the controller's obligation to inform the data subject of
the ‘logic underpinning the processing’, to use the terms of the Recommendation or
the necessity of a Risk assessment.

So why consider a new recommendation? There are various arguments in favour.
Ambient intelligence (the Internet of things - 10T) and artificial intelligence (Al), which
are the tools of profiling now and even more so in the future, were little used by the
‘profilers’ of ten years ago. These two innovations were seen as disruptive as they
profoundly modified our environment and our relation to it, creating new risks not only
for the individual but also for the functioning of our society as such. The Convetion
108 Committee addressed those risks by drawing up two key documents, one of them
being guidelines focusing on the phenomenon of Big Data and the other on Al. It is
important, therefore, to take these new risks into account () but also the new ideas
introduced by the recommendations we have just mentioned (Il).

The risks posed to our individual freedoms and the other risks linked
to profiling in the context of the disruptive innovations of Al and the
loT

The notion of ‘risk’ is central in the Council of Europe Convention and the ensuing
Report (see for example and in particular, paragraph 90) but we still have to establish
what risks we are talking about. First we will look at those relating to the dangers to
our individual freedoms and then go on to analyse other collective risks faced by
society and its democratic functioning, risks emphasised by the Convention 108
Committee two recent series of guidelines.
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A. The risks posed to our individual freedoms

10. Individual freedoms — going beyond data protection — It should be noted to begin
with that the notion of ‘individual freedoms’ does not stop at the right to data
protection but should extend to all individual freedoms that could be jeopardised by
profiling. The Council of Europe and the European Union agree on this point: “As
indicated in the Article 29 Data Protection Working Party Statement on the role of a
risk-based approach in data protection legal frameworks, the reference to “the rights
and freedoms” of data subjects primarily concerns the rights to data protection and
privacy but may also involve other fundamental rights such as freedom of speech,
freedom of thought, freedom of movement, prohibition of discrimination, right to
liberty, conscience and religion.” (Guidelines on Data Protection Impact Assessment
(DPIA) and determining whether processing is “likely to result in a high risk” for the
purposes of Regulation 2016/679 Adopted on 4 April 2017)”.

11. Risks for individual freedoms — While not an exhaustive list, some of the risks for our
individual freedoms are as follows:

e The risk of reductionism — It is proving increasingly easy to gather data, as the
sources are multiplied by omnipresent technology, storage costs have plunged and
transmission capacities facilitate access to the data reservoirs formed or their
concentration. All this explains the multiplication of Big Data and the possibilities
of their use by artificial intelligence systems. Within these data warehouses,
individuals are focused on, not as persons but through the aggregation of a certain
amount of data concerning them, all regarded as little pieces of ‘truth’ about each
and every one of us in that they represent snapshots of our lives (my presence in a
given place, my surfing, the hours | keep and my ‘listener objects’, my purchase of
a given product, my energy consumption) and also through the correlation of data
like this with similar data collected from other individuals or anonymous data
specific to the entities or groups to which | belong. The truths reflected by data
grabbed from life events are further compounded by statistics. It is difficult to deny
that someone might be a con-man, the perfect candidate or a person attracted by
certain advertising or a political party if their ‘profile’ or rather the ‘model’ used
shows that 95% of people with the same profile have the same potential or
inclinations. In short, in this alchemy of algorithms, the individual becomes an
aggregate of data taken out of context and is reduced to being nothing more33.

This reality prompts two observations. The first is that the information systems
that profile us and, where applicable, decide3* on a given course of action in our
respect perceive us and judge our personalities only through such data and
correlations over which there is not always full control. We are recognised through

33 Specifically regarding the danger of reducing human beings to nothing more than genetic data, read article 2.b
of UNESCO's Universal Declaration on the Human Genome and Human Rights (11 November 1997): "That dignity
makes it imperative not to reduce individuals to their genetic characteristics and to respect their uniqueness and
diversity."

34 Obviously, the system does not decide as such but is the agent to which humans (a corporation, a public body)
choose to delegate that power.
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"profiles" or "models" shaped by expert systems and ‘artificial’ intelligence systems
and with an eye to the purposes defined by the people who use these data,
doubtless without the slightest regard for human dignity. The second concern is
that the galloping automation of decision-making processes engenders a pretty
well automatic acceptance of the validity and pertinence of those decisions and, in
turn, a disengagement and sidestepping of responsibility by "human" decision-
makers.

The risk of taking data out of context - Respecting "contexts", ie the areas of trust
in which a piece of personal data is transmitted by the data subject, is fundamental
in our societies. Use of the same platforms in our various activities (the same social
network, for example, the same search engine etc) and the presence of certain
platform operators in various activities through their branches, notably the big five
(GAFAM - it is noteworthy that these players operate not as competitors but in
complementary markets even though they all live off the exploitation of the data
they gather through their platforms and the associated services?®, enabling them
to cross-reference the data transmitted in different contexts) break down the
boundaries which individuals wish or may wish to lay down between the different
‘areas of their lives’.

The risk of stigmatisation — Computer memory is or at least seems unlimited, going
well beyond the capabilities of human memory. It keeps a trace of our past or of
certain events in our past which we would sometimes prefer to forget. This
computer memory which is so useful for processing in the area of profiling risks
stigmatising an individual for their entire life. An insurer could keep the trace of a
customer's illness indefinitely; a bank could keep a note of a bounced cheque; an
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employers' association could keep records of a theft previously committed by a
jobseeker or of someone being expelled from or dropping out of school. Is allowing
for a person's ability to change and not freezeframing them in their past not an
ethical requirement?

The risk of the disintegration of the private sphere and the risk of unlimited
surveillance - The fact that technology is everywhere makes individuals
transparent as they are increasingly unable to live unconnected to the tools and
services of digital society. Their transparency is total, or otherwise partial in the
event of them going without some of the services offered by technology or
disconnecting. As we have seen, technology records not only the traces voluntarily
left3¢ by an individual on a social network or sites providing services®’, and not only
their movements and motion as well as facial expressions and choices of services,
products or information (surfing). Using the data captured through Al systems and
also affective computing, this technology is designed to know or rather guess or
predict our emotions and sentiments and, through the examination of our genetic
data, our ‘identity’. The deletion within our tech-driven society of the distinction
between public sphere and private sphere is a worrying development: the
distinction between the two, which was a mainstay of our right guaranteeing the
inviolability of our home, as opposed to the public sphere, has now been done
away with. The protection of one's physical abode as inviolable was traditionally
viewed, and by the law too, as something that was fundamental for the
construction of an individual's personality. The notion of the home, a place where
we could be free and out of others' sight, has also been turned upside down by
technological developments that are driving the abolition of the distinction
between public and private spheres.

The risk of ‘normalisation’ linked to the opaqueness of information systems — In
contrast to the transparency of individuals, the information systems engineering
that transparency are often not transparent at all. Their opaqueness lies firstly in
the functioning of both terminals (notably cookies and the RFIDs present in the
Internet of things) and infrastructures (see the "distributed agents" located
throughout information systems such as ambient intelligence systems). This lack
of transparency engenders fears of unsolicited and unwanted processing and
therefore a desire to conform to what we imagine is the behaviour expected by
these new and invisible "places" of surveillance. The dangers and threats
stemming from the opaque nature of our information societies where citizens
cannot exactly know how information systems function, what data are collected,

36 Voluntarily but often without being aware of the possibilities opened up for the use of the data confided to

the network.

37 A recent survey by TECHCRUNCH, a media company specialising in the analysis of digital technology, revealed

that "the Israeli company Glassbox records everything you do on your telephone when you use a site or
application run by one of its clients. This analytics company tries to gain a better understanding of consumers'
behaviour and how they navigate in certain applications. Hotels.com, Expedia, Abercombie & Fitch and a great
many others use Glassbox to record everything their customers do when using their application, every single
keystroke, click and zoom is logged".
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where they are processed or what the intentions are of those processing them,
were already highlighted in 1983 by the famous German Constitutional Court
judgment in the case of the revised Census Act (Bundesverfassungsgerichtshof 15
December 1983, EuGRZ, 1983, p.171 ff.). Faced with these opaque systemes, citizens
are often inclined to adopt the behaviour they imagine society expects and would
not dare to express themselves freely, which is harmful for the functioning of our
democracies. Furthermore, our life on networks is exposed by the functioning of
tools which, in one way or another, formats our knowledge of and approach to the
real world and our actions and interactions with others. Our search engines suggest
— and we should realise how lucky we are that they do — a ranking of sites in
response to our searches and Facebook decides on the priority information we
receive.

In short, Al systems help to insidiously set the ‘norms’ for our behaviour3® not by
imposing them but, in a more subtle manner, by proposing them as the obvious
way to make life easier: "simply click". These systems operate along the lines of
what some call "libertarian capitalism". In these systems, the norm is not
mandatory but it is suggested that users comply with it; it does not operate
transparently but behind the mask of a piece of advice which is presented as
meeting your needs®. You do not know how that advice is produced other than it
is conjured up by the systems which you ‘consent’ to use ... and data, taken from
others as well as unknown data that are deemed relevant by the designer and in
any case by the system.

e The risk of manipulation — The opaque nature of systems' functioning has another
consequence: the risk of manipulation, and all the more so as artificial intelligence
paves the way for what our colleague A. Rouvroy (2014) calls "algorithmic
governmentality". As we have already emphasised, the profiles created constitute
tools for analysing not only the past but also the ‘truth’ that these profiles claim to
reflect, which, it has to be said, is purely statistical and not exempt from bias. So
these profiles are valuable as a means of predicting future behaviour.

38 “They beckon with seductive appeal. Individual citizen-consumers willingly and actively participate in
processes of modulation, seeking the benefits that increased personalization can bring. For favoured consumers,
these may include price discounts, enhanced products and services, more convenient access to resources, and
heightened social status. Within surveillant assemblages, patterns of information flow are accompanied by
discourses about why the patterns are natural and beneficial, and those discourses foster widespread
internalization of the new norms of information flow. For all of these reasons, a critique of surveillance as privacy
invasion “does not do justice to the productive character of consumer surveillance.”. Modulation is a mode of
privacy invasion, but it is also a mode of knowledge production designed to produce a particular way of knowing
and a mode of governance designed to produce a particular kind of subject. Its purpose is to produce tractable,
predictable citizen-consumers whose preferred modes of self-determination play out along predictable and profit-
generating trajectories. Yet to speak of networked processes of surveillance and modulation in the industrial-era

vernacular, as systems for “manufacturing consent” would be too crude”. (J.COHEN, “What Privacy is For?”,
126 Harvard Law Journal, 2013, (draft of 11 May 2012, p. 12))

3% ‘Recommendation’ algorithms used by Facebook for example regarding news items that will interest users.

0 The boss of Amazon has claimed that "even before you have placed your order, we have prepared your
package" and the boss of Google has added: "It will become very difficult for people to see or consume something
that has not in some sense been tailored for them.".
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We can see one obvious sign of this manipulation in what are called nudges*: the
systems suggest to a driver the best route to take; to a researcher how their H-
index might develop; to the head of a municipality the unsafe or no-go areas where
policing is required; to a minister of education or a teacher the criteria whereby, in
theory, children could succeed at school; to judges the risks of a perpetrator
reoffending or the ruling most closely in keeping with the law or rather what has
already been ruled as such; to a reader the books that they are bound to enjoy.

To consumers, the computer sends targeted advertising of products or services
that are supposed to match your tastes. Is this manipulation reprehensible? Of
course not. Salesmen have always practised ‘bonus dolus’ without this being
thought reprehensible. It might even be seen as a benefit for future ‘customers’ by
giving them more information, enabling them to discover new products or services
or even meeting their need for guidance in a market that is ever more complex
with an ever wider range of products. Manipulation is reprehensible only if it
represents an ‘abuse of circumstances’ to borrow the term from the draft Belgian
legislation?? which defines this notion as follows: "manifest imbalance between the
services provided as a result of one party abusing the circumstances linked to the
position of weakness of the other party"3. This manipulation is punishable if it
constitutes an "abuse of the weakness of others", according to the Belgian criminal
law of 26 November**. The risk of ‘abusive’ manipulation may be greater when
minors, the elderly or disabled persons are involved, but this extension of the law,
albeit a vague one, is prompted by the necessity of taking account of the
vulnerability of each and every person in our modern society. As for the situations
where this risk of manipulation will be applicable, one has the distinct feeling that
it will all depend on a ‘Risk assessment’ weighing up the interests of each
protagonist.

Such manipulation can have far greater ramifications when a profiling system is
used for political ends, in order to target voters with the ‘right message’ which will
end up convincing them to vote for a given cause. The ‘Cambridge Analytica’
scandal shows that this is possible. Here, the risk is not so much individual as
collective in that it touches on our notion of democracy.

41 "Nudge theory (or libertarian paternalism theory), as Wikipedia explains, is a concept in behavioural science,
political theory and economics drawn from industrial design practices, which argues that indirect suggestions
can gently influence the motivation, incentives and decision-making of groups and individuals, at least as
effectively if not more than a direct instruction, legislation or implementation. "

42 Belgium's current reform of contract law enshrines this concept, in article 5.41 of the draft Code of obligations.
43 Regarding this provision, its origin and commentaries on it, see the thoughts of H. JACQUEMIN, "Protection du
consommateur et numérique en droits européen et belge", in Vunérabilités et droits dans I'environnement
numérique, Proceedings of the colloquy held in Namur on 14 October 2018, coordinated by H. JACQUEMIN and
M. NIHOUL, Larcier, Collection de la faculté de droit de Namur, p. 241 ff; in the same publication, see also F.
GEORGE and J.B. HUBIN, "La protection de la personne en droit des obligations", p. 67 ff.

4 The law of 26 November 2011 introduces, into the Belgian Criminal Code, the notion of abusing another
person's situation of weakness. On 7 November 2013, when addressing the complaint brought by some against
the vagueness of this legislation, perceived by them as disregarding the principle of ‘predictability’ of criminal
law, the Constitutional Court justified the extension as follows: "in a democratic society, the protection of people
in a situation of weakness constitutes an essential prerequisite for protecting the fundamental rights of
everyone".
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e The risk of dehumanisation — The ability to reason and take decisions for oneself
that men could entrust to machines could result in replacing human reasoning
forged by dialogue and consideration of others with an automated mechanism, and
this gives rise to major ethical concerns. As can be seen from preparatory work,
Europe's law-makers have indeed become worried about this kind of automation
and the reduced role played by people and, ultimately, the human being. It has
been a question of counter-balancing the risks of human decision-making with
everything that comes with it - admittedly subjectivity, over-empathising and poor
judgment in the decision process but also the advantages of human decision-
making, with its possibilities of correction, dialogue and giving reasons. A further
concern is the fact that the galloping automation of decision-making processes is
engendering quasi-automatic acceptance of those decisions as valid and pertinent
and, in turn, a divestment and abdication of responsibility by "human" decision-
makers*,

e The risk of discrimination - Finally, the possibility of automated reasoning being
tainted by what is conventionally known as bias has long been argued. This bias,
whether deliberate or not, may result in discrimination. The excessive weighting
given to one criterion, the fact that such a criterion may conceal another criterion
discriminating against a category of the community (black people, women,
foreigners, disabled persons, poor people etc) and to a degree that goes far beyond
the criteria linked to the categories of sensitive or special data set out in the
relevant article of Convention 108+, the refusal to take into consideration a
contextual element specific to the data subject, making them a victim of the
computer's automaticity, all constitute a final risk both individually, and, where
applicable, to an entire group and therefore collectively: an Al system's analysis of
districts likely to harbour criminals casts aspersions not only, in individual terms,
on the actual people living in that district but also on the district itself and its image
and would trigger social consequences (people deserting the district or refusing to
go and live there) or possibly increased police surveillance. Therefore, this is very
much a risk. The risk of discrimination is exacerbated by the fact that the
functioning of the decision-making mechanism appears to be neutral and objective
and the opaque nature of that functioning prevents the deciphering of the so-
called ‘logic’ followed.

B. The "collective" risks and "mutual stakeholder" risks

12. Are individual risks the only ones involved? Many of the risks mentioned above
(discrimination, stigmatisation etc) undermine not only the freedoms of every
individual as such but also those of groups, be they ethnic, philosophical, low-income,
district residents etc. Processing of this kind affects other values, particularly social

% In this connection, the European Commission's Al experts pointed out that "the results produced by the
machine, using more and more sophisticated software, and even expert system, has an apparently objective and
incontrovertible character to which a human decision-maker may attach too much weight, thus abdicating his
own responsibilities".
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justice or cultural diversity among individuals or among groups®® and, beyond that and
sometimes substantially, the functioning of our societies and our democracies in
particular. The abusive manipulation of individuals undermines both freedoms and
human dignity in the Kantian sense of the term*” but while it is a danger to each and
every one of us in this respect, it may also affect an entire population or have blanket
effects by shaping the political views of citizens for example. Personalising offers of
services and excluding certain individuals from the potential benefits of those services
has ramifications beyond individuals and impacts groups of people, raising questions
of social justice.

Another thought: by definition, Big Data drag us all into a shared adventure. When my
surfing data are gathered by my favourite search engine and swallowed up by a vast
database together with millions of data items relating to the choices of other web
users, the model that will at some point take a decision regarding me, will clearly do
so in relation to all the data gathered and differentiation induced by algorithmic
searches between my data and those of others. There is also a domino effect whereby
a person's choice to log on to a social network for example will ultimately have a major
influence on the choices of their friends and family.

Let us take the example of ‘one-to-one’ insurances for health care or civil liability:
personalising premiums to obtain the closest possible match to the ‘risks’ that each
individual may present, risks calculated on the basis of their profile, puts the sacrosanct
principle of risk-sharing, a mainstay of our insurance system, under huge strain. It is
quite remarkable that traditional data protection or privacy issues, in the narrow sense
of the term, are transcended in this way. We could say the same thing of an artificial
intelligence system intended to predict the chances of children