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Chapter 4
Legal framework for the use of big data
and blockchain in public governance
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Abstract

By using technologies, such as big data and blockchain, public administrations are able to process
alarge amount of citizens’ personal data. When processing these personal data, the administration
must comply with the personal data protection rules contained in the General Data Protection
Regulation. As the use of such technologies could have dramatic impacts on the lives of their
citizens, it is fundamental to understand the limits that this legal framework puts on their use. This
chapter analyses the interactions between personal data protection and big data and blockchain
technologies. It explains the legal framework within which such technologies can be leveraged
by public administrations for the provision of their public services. Focussing on data collection
and combination (big data), this chapter concludes that the processing of personal should be
based on a law meeting certain requirements. Data subjects’ rights must also be respected.
Regarding data storage (blockchain), several key and concrete takeaways are formulated for
public administrations. While most of the following analysis will be equally applicable to any
public administration within the European Union, this chapter will focus on two case studies
within the Belgian public administration, namely the public policies and decision-making linked
to social security infringements and tax fraud at the Belgian federal level. Indeed, these could have
a significant impact on citizens finances in particular, and their lives in general.
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Evrim Tan and Joep Crompvoets (ed.) The new digital era governance m
DOI 10.3920/978-90-8686-930-5_4, © Wageningen Academic Publishers 2022




Chapter 4

4.1 Introduction

Public administrations consistently use more and more data, including their citizens’ personal

data,! to deliver their public services. Yet, when processing? these personal data, they have to
comply with the personal data protection rules. For the public administrations of Members States
of the European Union,” these rules are contained in the General Data Protection Regulation
(hereafter ‘GDPR).* The adoption of the GDPR presents several challenges for the administration
as it is directly applicable to them and they might thus have to revise their former way of processing

personal data. Indeed, the principles of accountability (Article 29 Working Party, 2010)° and of

data protection by design and by default,6 which are at the core of the GDPR, were not explicit

in the former Directive 95/46,7 and the administrations had to adapt their practices in order to

meet the new standards set by the GDPR.

These privacy and personal data protection rules are especially important with the advent of new
technologies, such as big data, artificial intelligence and blockchain, which bring new capabilities
mounts of data in public service processes with unique

to public administration to process greater a
implications in data privacy, transparency, security and governance. As the use of such technologies

could have strong impacts on the lives of their citizens, it is fundamental to understand the limits

that this legal framework puts on their use.

P ——

I personal data is defined as ‘any information relating to an i
identifiable natural person is one who can be identified, directl
such as a name, an identification number, location data, an online identifier or to one or more factors specific to the
physical, physiological, genetic, mental, economic, cultural or social identity of that natural person’ (Art. 4.1 of the GDPR).
f operations which is performed on personal data or on sets of personal data,
llection, recording, organisation, structuring, storage, adaptation or
dissemination or otherwise making available, alignment

dentified or identifiable natural person (‘data subject’); an
y or indirectly, in particular by reference to an identifier

2 Processing ‘means any operation or set o
whether or not by automated means, such as co
alteration, retrieval, consultation, use, disclosure by transmission,
or combination, restriction, erasure or destruction’ (Art. 4.2 of the GDPR).

3 For examples of data protection rules in other countries, see for instance the UK Data Protection Act (2018), available at

https://www.legislation.gov.uk/ukpga/ 2018/12/contents/enacted; or the Australian Privacy Act (1988), available at https://
www legislation.gov.au/Details/C2021C00242. In the USA, there is no single Federal State legislation pertaining to data
protection, but rather hundreds of (sector-specific) Federal and State legislations, some of which focus on a particular
type of data (for more information and a brief overview, see https://iclg.com/practice—areas/data—protection—laws»and-

regulations/usa).

4 Regulation 2016/679 of the European
persons with regard to the processing of personal d
95/46 (General Data Protection Regulation), OJ [2016]
applicable since the 25 May 2018.

5 Art. 5.2 of the GDPR.

6 Art. 25 of the GDPR.

7 Directive 95/46/EC of the European Parliamen
with regard to the processing of personal data an
which is the country that will be used as a case stu
existing law of 1992 (Loi du 8 décembre 1992 relative & la protecti
a caractére personnel, M.B., 18 mars 1993).

Parliament and of the Council of 27 April 2016 on the protection of natural
ata and on the free movement of such data, and repealing Directive
L 199/1. The GDPR was adopted on the 27 April 2016 and is

t and of the Council of 24 October 1995 on the protection of individuals
d on the free movement of such data, OJ [1995] L 281/31. In Belgium,
dy (see infra), the provisions of the Directive had been included in an
on de la vie privée a [égard des traitements de données
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A ! . .
! :t(;ogf;?glz’-’ this c(lilz;pte; and the following one will delve into the interactions between personal
ection and big data, artificial intelligence and blockchai i
o pide ; chain technologies, in order to d
o : t Eial fra.m.ewor? }x:nthm which such technologies can be leveraged by public administfatirozvz
provision of their public services. To do so, the le i
_ orth A j gal challenges will be structured
t}:)e (ti)a.tta I.)roces.smg lifecycle for decision-making, focussing first on data collectio;ear?crlo:ilzid
1cegr:1 Cuolitsli(()in (kf[l.g data - Section 4.2), and then on data storage (blockchain — Section 4 3) Thz
erations pertaining to the use of artificial intelli ili sis
facilitate dat lysis wi

on the other hand, be dealt with in Cha it ———r
; pter 5. Naturally, all of these technologi i

apply at all stages of the data-processing li ¢ Tl

g lifecycle, but for readabili i i
Nk s e . ty purposes, it has been decided
y to the stage of the lifecycle where it has th i

does not mean that it does not have an i s el

: ; : n impact on the other stages. Indeed, these tech i

intertwined and influence each other throughout the data-processing Iifecyclze B

Whil ; _—

" ; Z lr:);se; of Sle' follo;vmg ;nalysw will be equally applicable to any public administration within
n Union, this chapter will focus on one Member S i

illustrate in more detail some of the | e i e

egal challenges that public administrati i i
when they wish to rely on these new tech i e
nologies. More specificall i i i

devoted, in this chapter, to two case ies withi st on e

A 3 studies within the Belgian publi ini i
" “ 2 - gian public administration, namely th
public policies and decision-making linked to social security infringements and tax fraud a}t’ thee:

Belgian federal level, as th i
s ese could have a significant im itizens’
| N . .
o3 el Teairerrint g pact on citizens’ finances in particular,

4.2 Data collection and combination — personal data protection and big data

—_ : -
refep;(zl?éezihzuft by Z\;rsk}; when striving to define the ‘big data’ concept, the professional literature
our V’s: the Volume of data collected, the Vari
; : s ty of sources, the Veloci i
which the analysis of the data can u il e i o
nfold, and the Veracity of the d i
o : : e data which could (arguably) b
i ; t;e:i;iat;lzo?g}.l thelalmaly:itlcal process’ (Zarsky, 2017). Big data represents ‘a fundamengtal ch)e?ngee
ata is collected, stored, and subsequently used — all
. , i > 2 y used — all a result of recent technological
VO;: n(l)i)snffnts gempc}llams in the original text) (Zarsky, 2017). Big data relies on the fact that lir;e
various data are gathered in order to extract inf i
. ) ; ormation and draw inferences that
SChu6 dbhave othzrllm;e not been possible to extract/draw with smaller volumes of data (Mayeerl
nberger and Padova, 2016). The more data is gathered i _
T . ; gathered, the more information can potentiall
ng this data, in order, for example, to d i i .
S sty A ple, to draw up public policies or to take
5 istration, implementing big data tech i
—— : g big data technologies could notably derive
g of data between administrations, thus breaki i
e s g of ; ns, thus breaking the existing silos that exist
ations (Chantillon et al., 2017). It could al i
B et el o s b - It could also derive from the collection
A rms, for public interest purposes (High
. -L
Business-to-Government Data Sharing, 2020; Richter, 2020?8 e G

8
See also the French ‘Loi Lemaire’: Lo
emaire’: Loi n° 2016-1321 ¢publi éri
L Fire ( pour une République n i i
{0 22 pertaining to ‘data of general interest’ (‘données d’intéréf geneqral’))umenque) e Cte ekl
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With the advent of today’s technology, data can be collected more easily, notably through sensors
and the Internet of Things (IoT); it can be stored in larger quantities, as the cost of storage is
constantly decreasing; and it can be used in a wide variety of contexts, notably for decision-
making (Zarsky, 2017). However, such an increase in the power of data analytics can have an
impact on the data subjects’ privacy and personal data protection. As pointed out by Zarsky,
there is a ‘double-sided tension’ between big data analytics and personal data protection (Zarsky,
2017). As this author outlines, ‘on the one hand, these advanced forms of data analyses can
compromise the individuals privacy rights and the control citizens have over their personal
data. Thus, the availability of these tools might require stricter enforcement of privacy laws to
so limit privacy-related harms. On the other hand, (...) stricter data protection and privacy
laws compromise the growth of the big data industry and the benefits to be derived from it

(Zarsky, 2017).

Therefore, big data analytics, at least in some of its forms, is in tension with personal data
protection. Indeed, the potential of big data relies on the fact that ‘data needs to be gathered at an
unprecedented scale whenever possible, and reused for different purposes over and over again (...)
This puts big data on a direct collision course with the core principles of existing data protection
laws’ (Mayer-Schonberger and Padova, 2016). This is specifically apparent when focussing on five
of the GDPR’s provisions, namely the prohibition to process special categories of data,’ the purpose
limitation principle,'” the data minimisation principle,' the data subject’s right to information,'?
and the data subject’s right not to be subject to automated individual decision-making'? (Zarsky,
2017). Before delving into each of these provisions, it must first be outlined that any processing
of personal data by the public administration must be lawful and fair 4

4.2.1 Lawfulness and fairness of processing and big data

The GDPR stipulates that the processing of personal data will be lawful ‘only if and to the extent
that at least one of the following applies: (a) the data subject has given consent to the processing
of his or her personal data for one or more specific purposes; (b) processing is necessary for the
performance of a contract to which the data subject is party or in order to take steps at the request
of the data subject prior to entering into a contract; (c) processing is necessary for compliance with
alegal obligation to which the controller is subject; (d) processing is necessary in order to protect
the vital interests of the data subject or of another natural person; (e) processing is necessary for
the performance of a task carried out in the public interest or n the exercise of official authority
vested in the controller; (f) processing is necessary for the purposes of the legitimate interests

9 Art. 9 of the GDPR.

10 Art, 5.1.b) of the GDPR.

11 Art. 5.1.c) of the GDPR.

12 Arts. 12 to 14 of the GDPR.
13 Art. 22 of the GDPR.

14 Art. 5.1.a) of the GDPR.
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ursued by the g
fnterests 0}; funzzlsr:rol:elr o-r Ey a t}grd party, except where such interests are overridden by the
ental rights and freedoms of the dat j i
i _ a subject which requi i
personal data, in particular where the data subject is a child’!5 ) squire: protection. of

While a quick i i i
potentiaﬁilrcel ;f;ldsci))f( ;t;ev g}llngR m1%cht give the impression that the public authorities could thus
: ases of processing, in reality, t f
gttt - Y two of those bases should be avoi
bZSIi)s Shlacl larlj:)}sorltlles. On the 01.1e hand, the GDPR explicitly states that the ‘legitimate iz:,eorleds(tes
apply to processing carried out by public authorities in the performance of thei
ir

taSkS.l In pl’aCtice thlS 1 nota Illa. T pu ( W ] 1ns ea(l
5 S no )0 p Ob e (0] b i d ini i y y
. : : p a mlnlStrathnS as the 111 re i
on the peI fOI mance Ofa task Carrled out in the publlC interest) laVV tul baSiS

On the other i o .

iy ba}sljinjf) l};;ob(:l;jdmliﬂllstrat1ons should avoid relying on the data subject’s consent
should first be re-stated. A mg~d.o understand why this is the case, the definition of consent
freely given, specific info.rmzzor (ling tO th.e GDPR’ the consent of the data subject ‘means any
he o she, by a state,m Lo an Iunamblgum'ls indication of the data subject’s wishes by which
PR Pr— h}f ac ea}: af:l?;matlve action, signifies agreement to the processing
s tceds o o fret 8ive ll;n O:l her (emphasis added). The consent of the data subject
i gy give}l’lgif thn.dn this fegard, the GDPR outlines that ‘consent should not be
or withdraw consent Withouted ‘tltf‘ SuinCgt ha's Do genuine or free choice or is unable to refuse
bl efeen o da o ebrlment. This will especially be the case ‘where there is a clear
public authority and it 1 the ubject a.nd the controller, in particular where the controller is a
of that specific situation . reft})lre 'unlzkely that.consent was freely given in all the circumstances
Board (hereafier ‘EDPE) i;ffilfs ;S;fsa;iid;ji)a:;se is :onﬁrrned b);l the European Data Protection

, n conse i : o

be appropriate to use consent under certain circumstances,r;tl’lcth(;lslgc};rllts:E:illllzetsoﬂgztigcﬁfjs

1n m g 11 to receive lnfOIIll tion ut llle I)]() TrEss ()1 1)3(1 WOl ea l)
a alllIl st atio abO
) g kS (Eu Op n ata

Neverthele

e auths(f;iiisessuiiii:d b}; }tlhe EDPB, otheir lawful bases are more appropriate to the activity of

b processing nec;ssar fY e{[h er the processing necessary for compliance with a legal obligation

exercise of official auth}(I) .or =P er'formance of a task carried out in the public interest or in the

S barsljf}’ Vf?lslte?t in the controller (European Data Protection Board, 2020a).20

data processi £ i, O. o lig a. law. For instance, at the Belgian federal level, personal
ing to fight tax fraud is organised by the law of 3 August 2012,2! while per;fnal d;l:a

- -

i: Art. 6.1 of the GDPR.

i Art. 5.1 of the GDPR.

18 Art.A 4.11 of the GDPR.

A Rec?tal 42 of the GDPR.

e Recital 43 of the GDPR.

; Respectively arts. 6.1.c) and 6.1.e) of the GDPR.

Loi du3 aolt 2012 i Vi ees a caractere personnel réalisés par le Service
portant dlSpOSitiODS relative, i

’ : S aux traitements de donn 2] isé p

Pubhc fédéral Finances dans le cadre de ses missions, M.B., 24 aolt 2012 - |
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processing to tackle social security fraud is notably addressed by the law of 15 January 1990%
and the ‘Program Law (I)’ of 29 March 2012.23 1t should be outlined from the outset that some
of the provisions of the law of 3 August 2012 and of the law of 15 January 1990, which predate
the adoption of the GDPR, have been modified or inserted in September 2018, in order to adapt

them to the entry into force of the GDPR.2*

Such laws, however, need to meet certain standards. Namely, they should specify ‘the general
conditions governing the lawfulness of processing by the controller; the types of data which are
subject to the processing; the data subjects concerned; the entities to, and the purposes for which,
the personal data may be disclosed; the purpose limitation; storage periods; and processing
operations and processing procedures, including measures to ensure lawful and fair processing
(...) [it shall also] meet an objective of public interest and be proportionate to the legitimate aim
pursued’?> Moreover, as a rule of thumb, any personal data processing must be fair,2® which implies
that the laws on which this processing is based must be sufficiently explicit and understandable
for the citizens. They cannot be taken by surprise and must be informed about this processing.
This point, which is fundamental in terms of transparency, will be addressed in Section 4.2.5.

4.2.2 The probhibition to process special categories of data and big data

The processing of ‘special categories of data, listed in Article 9.1 of the GDPR,? is, in principle,
prohibited.28 ‘Data concerning health” are part of that list, and are defined as ‘personal data
related to the physical or mental health of a natural person, including the provision of health
care services, which reveal information about his or her health status’?’ These types of data are
important to mention in the big data context, where more and more data will be collected by
sensors, such as a connected watch calculating your number of daily steps. Indeed, according
to the Article 29 Working Party (today the European Data Protection Board), such data could
be considered as revealing health-related information, and should accordingly benefit from the
reinforced protection for ‘special categories of data’ (Article 29 Working Party, 2015; Zarsky,
2017). This finding is important for public policies and decision-making linked to social security

infringements, as they might rely on ‘data concerning health

22 Loi du 15 janvier 1990 relative a Iinstitution et a lorganisation d’'une Banque-carrefour de la sécurité sociale, M.B.,
22 février 1990. .

23 Loi-programme (I) du 29 mars 2012, M.B., 6 avril 2012. See in particular Article 101 of this Law.

24 Loi du 5 septembre 2018 instituant le comité de sécurité de I'information et modifiant diverses lois concernant la mise
en ceuvre du Réglement (UE) 2016/679 du Parlement européen et du Conseil du 27 avril 2016 relatif a la protection des
personnes physiques a légard du traitement des données a caractere personnel et 4 la libre circulation de ces données, et
abrogeant la directive 95/46/CE, M.B., 10 septembre 2018, arts. 9-40 and 70-85.

25 Art. 6.3 of the GDPR.

26 Art. 5.1.a) of the GDPR.
27 ‘Personal data revealing racial or ethnic origin, political opinions, religious or philosophical beliefs, or trade union

membership, (...) genetic data, biometric data, data concerning health or data concerning a natural person’s sex life or
sexual orientation’ (Art. 9.1 of the GDPR).

28 Art. 9 of the GDPR.

29 Art. 4.15 of the GDPR.
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da(t):zzv;{, sonlle )forms oflb(lig data analytics might blur the lines between special categories of
regular personal data. Indeed, ‘an analysi i

: , ysis merely relying on and addressing J
categories can quite quickly end u ini ‘speci s i e

P pertaining to ‘special categories. For i
o : gories. For instance, health data ca
qz ic;l;:zi fr}i)m e;varlety (ci)f ((iiatasets, such as shopping databases, and therefore this category hars1
sharply expanded’ (Zarsky, 2017). Once again, this is an j
S e i e : : gain, this 1s an important factor to consider
ying on big data analytics for decision-making li i

] : making linked to social securit
intringements and tax fraud, as, even if they believe that they are relying on ‘regular’ data thz

crossing of large numbers of such re i
gular data could give rise to special categori i
egor
can only be processed under stricter conditions. ! e ofdata, which

Finally, i ; " -
conviyt-lt mustbe outlined that specific additional safeguards also apply to data r elating to criminal
con 1c ions 2:_;1;1 offceinfces (Art. 10 of the GDPR),30 which might have to be considered for tax and
al security fraud, for instance if the elaboratio ithmi
n of algorithmic models to identify icious’
i : ; . tity ‘sus
profiles includes the analysis of historical criminal convictions and offences data e

4.2.3 Purpose limitation principle and big data

N pe1 i;ltrpodsi hT.ltatlon principle provides that personal data shall be ‘collected for specified
and legitimate purposes and not further i i ’
processed in a manner that is i i i
those purposes’ (Article 29 Workin st et
g Party, 2013).3! This means that th i
must be defined prior to the collection o
of the data, and that data that has b
specific purpose cannot be further e
processed for a purpose that does not fit within this initi
purpose. This principle, which is a core princi o e
. ; principle of personal data protecti i i
Article 8.2 of the Charter of Fundame i {8 et
ntal Rights of the European Uni i
some forms of big data analytics, where a | - e T s
: , arge number of data are collected f. it
without a clearly defined T i
purpose. Indeed, Mayer-Schénber
i . ) ger and Padova argue that ‘there i
strong economic incentive to keep the data for as long as possible, and much geyond theeirnei;isa?

use Of lt, to reuse it Iepeatedly as Wel] as to CO1 l]) ne it VV]”[ ()l]le] da a \/I yel- cno erge
) ( a S h nb rg X

One mi . . L
- I;nlg?; ‘.[?mk that resorting to broad definitions of purposes of processing could solve this
patibility. However, as pointed out by Zarsky, ‘trying to circumvent this limitation by

initi y
initially defining a very broad and vague purpose for future uses would most likely not resolve

this matter, ¢
» as the stated purposes must also be specific! Furthermore, stating an unnecessarily

b ; :
;’;)ad Purl’aose Tnlght even be considered as ‘illegitimate’ and thus lead to unacceptable
}gbt:iens.smg (Article 29 Working Party, 2013; Hahn, 2021; Zarsky, 2017). In the same vein
Ing consent from the data subjects for very broadly defined purposes would likely not)

- @

30 « ;

i Processing of personal data relatin
(1) shall be carried out only under the control of official authority or when the

M o
ember State law providing for appropriate safeguards for the rights and freedoms of dat

register of criminal convictions shall be kept i
S, oy el comvit e kept only under the control of official authority’
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amount to specific and informed consent (European Data Protection Board, 2020a; Mayer-
Schonberger and Padova, 2016).3? Indeed, the core idea of the purpose limitation principle
is that the data subject should be aware of what is done with their data, and should be able to

exercise control over this processing.

However, it should be remembered here that, according to Recital 50 and Article 6.4 of the
GDPR, if data is processed for a new purpose that is compatible with the initial purpose of
processing, no separate lawful basis is required. In this regard, it is important to outline that the
GDPR provides that further processing for archiving purposes*” in the public interest, scientific

or historical research® purposes or statistical purposes> shall, in accordance with Article 89.1,

not be considered incompatible with the initial purposes.*® In such cases, appropriate technical
and organisational safeguards, such as pseudonymisation,”” would, however, have to be set.?®
As pointed out by Mayer-Schonberger and Padova, these exceptions could notably be used
for some big data applications for statistical purposes (Mayer-Schénberger and Padova, 2016).
Nevertheless, Recital 162 of the GDPR makes it explicit that pursuing statistical purposes implies
that the personal data cannot be used in support of individual measures or decisions regarding any
particular natural person. Accordingly, using big data statistical analysis ‘to influence decision-
making directly affecting a particular individual would be outside the meaning of ‘statistical
purposes; and also violate the restrictions on automated individual decision-making, including
profiling’ (Mayer-Schonberger and Padova, 2016).

If one applies the above considerations to the specific topic of this contribution, the purpose
limitation principle does not prevent the use of big data analytics for social security infringements
and tax fraud per se, but only of big data analytics which do not have a specified, explicit and
legitimate purpose. Accordingly, big data analytics can be applied for purposes that have been
clearly defined in advance. Moreover, there must be a lawful basis for this processing. As a matter

32 Art. 4.11 of the GDPR.
33 According to Recital 158 of the GDPR, this should apply to bodies that have a ‘legal obligation to acquire, preserve,
disseminate and provide access to records of enduring value for

appraise, arrange, describe, communicate, promote,
general public interest. This Recital also adds that the GDPR does not apply to deceased people.

34 According to Recital 159 of the GDPR, scientific research purposes ‘should be interpreted in a broad manner including
d demonstration, fundamental research, applied research and privately funded
research (...) [and] should also include studies conducted in the public inferest in the area of public health. According to
Recital 160 of the GDPR, historical research purposes ‘should also include historical research and research for genealogical
purposes, bearing in mind that this Regulation should not apply to deceased persons.

35 According to Recital 162 of the GDPR, statistical purposes mean ‘any operation of collection and the processing of
personal data necessary for statistical surveys or for the production of statistical results. Those statistical results may
further be used for different purposes, including a scientific research purpose. The statistical purpose implies that (...) the
personal data are not used in support of measures or decisions regarding any particular natural person.

36 Art. 5.1.b) and Recital 50 of the GDPR.

37 ‘pseudonymisation means the processing of personal data in sucl
attributed to a specific data subject without the use of additional information, provi
kept separately and is subject to technical and organisational measures to ensure that the personal data are not
to an identified or identifiable natural person’ (Art. 4.5 of the GDPR).

38 Art. 89.1 of the GDPR.

for example technological development an

h a manner that the personal data can no longer be
ded that such additional information is
attributed
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interfere with citizens’ privacy (Degrave, 2015)
purposes of processing it allows.3

; ) because these personal data processing
»and this law should be very specific regarding the

In terms of tax fraud, Article 3 of the Law of 3 August 201240

Public Service (hereafter FPS) states that the Belgian Federal

Fi
oo e Dereatir 1) Cannlorla;te; ce(linfcollei[ and process personal data to execute its legal
; sed for other purposes.4! Withi i
missions and that | . ;s ithin the FPS Finance
arions ad }11n1s.trat10ns and/or services of the FPS can exchange personal data, provided th : idthe
u i i : j
fave e 01;sat10n from the President of the Executive Committee.*2 The President can ask N
t }Ilae e ;(Lm td e Information Security Committee in this regard.*® Regarding sificalln
e of big data to fight tax fraud, Arti i : ’
» Article 5.1 provides that th i
data, collected to execute i issi g
3 e its legal missions, in a ‘d
olle ; ata warehouse’ enabling ining’
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In terms of social security fraud, the use of data-matching techniques, aimed at identifying
incompatibilities in terms of social allocations, must be subject to a data transfer protocol, as
provided in Article 20.1 of the Law of 30 July 2018, unless provided otherwise in specific laws
(e.g. in Article 15 of the Law of 15 January 1990 which requires, in some cases, a prior deliberation
of the Information Security Committee). The protocol, which must notably contain the purposes
of processing, must be submitted to the Data Protection Officers of the social security institutions
(hereafter ‘SSIs’) involved in the sharing.*® However, they are not subject to a prior validation by
the Data Protection Authority, which would bring more certainty in terms of the legitimacy of the
purpose of processing (Degrave, 2020a). Once this purpose is achieved, the data must be deleted.

SSIs also use data mining techniques. According to Article 5bis of the Law of 15 January 1990,
they may aggregate and process data in a data warehouse, enabling them to carry out data-mining
operations to prevent, establish, prosecute, and punish offences against social legislations that fall
within their respective powers. This data warehouse is known as OASIS and has existed since
2005. According to Degrave, the purposes of processing in OASIS that are authorised by the law
are not clearly defined, which could be problematic in terms of the purpose limitation principle
(Belgian Privacy Commission, 2018; Degrave, 2020b). However, this concern is somewhat
alleviated, although not optimally either from a democratic and legal perspective (see above),
in the hypotheses contained in Articles 5bis, al.7 and 15 of the Law of 15 January 1990, as the
authorisation to process data from the data warehouse must be subject to a prior deliberation by
the Information Security Committee (ISC), which will evaluate the purposes of processing.*’
It must nevertheless be underlined here that the ISC should, in theory, be independent of the
administrations (including the SSIs) to which it grants authorisations to process the data, which
implies that its members should not also exercise mandates within these administrations.> This
is currently not the case, which creates independence issues as some members of the CSI are both
players and referees, and this has led to the launch of an infringement procedure by the European
Commission against Belgium (Anonymous, 2021a,b; European Commission, 2021; Laloux, 2021).
'This situation will need to be remedied as soon as possible.

Moreover, if such a deliberation is not imposed, the data controllers taking part in the fraud
detection processing will nevertheless have to conclude a protocol in this regard, notably specifying
the desired processing purposes, as this is the standard for any exchange of personal data between
administrations, in light of the accountability principle of the GDPR (Art. 5.2, GDPR).’! In any
case, personal data resulting from processing operations in the data warehouse shall be kept for no

47 Loi du 30 juillet 2018 relative a la protection des personnes physiques 4 Iégard des traitements de données a caractere
personnel, M.B., 5 septembre 2018.

48 Art. 20.2 of the Law of 30 July 2018.

49 Art. 5bis, al. 1 of the Law of 15 January 1990.

50 Art. 52 of the GDPR; Loi du 5 septembre 2018 instituant le comité de sécurité de I'information et modifiant diverses lois
concernant la mise en ceuvre du Réglement (UE) 2016/679 du Parlement européen et du Conseil du 27 avril 2016 relatit
a la protection des personnes physiques a Iégard du traitement des données a caractére personnel et 4 la libre circulation
de ces données, et abrogeant la directive 95/46/CE, M.B., 10 septembre 2018, arts. 3 and 5.

51 Article 20.1 of the Law of 30 July 2018.
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longer than is necessary for the purposes for which they are processed, with a maximal retention

period not exceeding one year after the prescription of all actions falli ithi
ing within the com
of the data controller.52 8 petence

4.2.4 Data minimisation principle and big data

The data minimisation principle is another fundamental principle of the GDPR. It provides
that only the adequate, relevant and necessary data for the fulfilment of the speciﬁ.c purpose of
processing shall be processed.>® This implies that, in combination with the purpose limitation
principle, the categories and amount of data that can be processed should be limited to what is
necessary to meet this purpose. Once again, this core principle of the GDPR is in stark contrast
with some forms of big data analytics, which aim at collecting as much data as possible, in order to
extract information and draw inferences that would have otherwise not been possiblé to extract/
draw with smaller volumes of data. Yet, there is a core tension between, on the one hand, collectin
as much data as possible, without knowing which of it will actually be useful, and or; the othefrg
hand collecting only the data that is necessary for a pre-defined specific purp(;se.

Moreover, the data minimisation principle can also be linked to the principle of storage limitation
(Art. 5.1.¢) of the GDPR), as the data can only be stored for the period during which it is useful
for the specific purpose of processing, and has to be erased as soon as it is no longer necessar

(Zarsky, 2017). Once again, this clashes with some forms of big data analytics that aim at retainin;’

as mUCh data as p()SSlble, for as 1()n al PO ll)le, O discove P() ential new uses
g S SS mn OIdel t d SC t i 1 1()] the
data (ZaISl(% 201: )'

Similar to the purpose limitation principle, the data minimisation principle can be more flexible for
processing for archiving purposes in the public interest, scientific or historical research purposes
or statistical purposes, provided that they are subject to appropriate technical and organisa’fi)onal
safeguards.>* Here, pseudonymisation is explicitly mentioned as a potential safeguard to ensure
the respect of the data minimisation principle. Mayer-Schénberger and Padova argue that, since
most of big data analytics are statistical in nature, this exception could allow data controliers to
retain personal data for longer than is necessary for the original purpose of processing (Mayer-
Schénberger and Padova, 2016). However, according to Zarsky, this might not be a viable o Zion
for some big data applications, as ‘removing identifiers to achieve pseudonymity can potenli:iall

undermine the quality of the results derived, as the data would be purposefully altered an()il
the aggregation of different datasets would be rendered difficult’ (Zarsky, 2017). Alternativel

anonymisation®> does not seem to be a viable option either, as truly effective anonymisation 1Y;

32 Art. 5bis, al. 4 of the Law of 15 January 1990.

53 Art. 5.1.c) of the GDPR.

>* Art. 89.1 of the GDPR.

55

irr:‘ier IilO 219100dsFandard defines anonymisation as the *process by which personally identifiable information (PII) is
sibly altered in such a way that a PII principal can no longer be identified directly or indirectly, either by the PII

controller alone or in collaboration with an i WWW.
- y other party’ (ISO 29100:2011, poi i g i
obp/ui/#iso:std:iso-iec:29100:ed-1:v1:en). Y el emiablent hipsif ool
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difficult to achieve (Franceschi et al., 2018; Graef et al., 2018; Mayer-Schonberger and Padova,
2016; Wendehorst, 2017). This is especially true in light of the constant development of big data
analytics, which increases the risk of re-identification of the data subjects. This failure to effectively
anonymise personal data has been demonstrated several times in the literature (Rocher et al.,
2019; Sweeney, 2017), leading to the conclusion that what is often presented as anonymisation
techniques are, in fact, merely pseudonymisation techniques.

Much like the purpose limitation principle, the data minimisation principle does not per se
preclude the use of big data analytics by public administrations for decision-making linked to
social security infringements and tax fraud. Rather, this principle frames the scope and scale of
data that can be used. This therefore reinforces the need to clearly define in advance the specific
purpose of the processing used to combat social security infringements and tax fraud, on the one
hand, and the data that will be necessary to do so, on the other. The key is to be proportionate in
the types of data collected and used. Even if public administrations could potentially have access
to troves of data, a balance must be found not only with citizens’ privacy and data protection, but
also with commercial and professional secrecy requirements.

In terms of tax fraud, personal data exchange between the various administrations and/or services
of the FPS Finances must be authorised by the President of the Executive Committee.”® The
President decides which types of personal data can be exchanged, on a systematic or ad hoc basis
and for specific purposes, after having verified their adequacy, relevance and non-excessiveness.”’
Regarding data-mining operations in the data warehouse, Article 5 of the Law of 3 August 2012
provides that the FPS Finance can use ‘data collected to execute its legal missions These are notably
data collected from peoplé’s and undertakings’ tax declarations, from the newspapers, from their
own experience, from whistleblowers and from outputs of investigations.

According to Degrave and Lachapelle, the fact that Article 5 provides that the FPS Finance can
use, via the data warehouse, any ‘data collected in order to execute its legal missions’ might be
problematic from a data minimisation perspective, as this is a broad definition that does not define
exactly which types of data can be used (Degrave and Lachapelle, 2014). However, this concerr
is somewhat alleviated by the fact that, as outlined above, a DAM fiche must be completed and
submitted to the President of the Executive Committee. This constrains the data that data miners
can access for a specific project. This is a pragmatic solution, as it would be very difficult for the
legislator to predefine all the types of data that could be procgssed in this regard. Moreover, the
technical access to the data warehouse is built in such a way that the agents of FPS Finances
can only access the electronic records, data or applications that are adequate, relevant and non-
excessive in light of the execution of the tasks that fall within their legal missions,*® and this can

56 Art. 4, al.1 of the Law of 3 August 2012.
57 Art. 4, al.2 of the Law of 3 August 2012.
58 Art. 10.1 of the Law of 3 August 2012.
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be checked through access logs, which allows third party auditing (e.g. by the Data Protection

Authority) of the process. Thi e > :
rinciple & process. This also materialises the data protection by design and by default

Regarding data-matching operations to fight social security infringements they must be subject
to a data transfer protocol or to a prior deliberation of the Information)Securit Commiite
(Section 4.2.3). In this regard, the SSIs must identify the data that are necessary andyade uate foi
the data-matching purpose they pursue. Regarding the data-mining operations conduct(id in the
OASIS database, Art 5bis of the Law of 15 January 1990 provides that ‘all the necessary data for
the purposes of applying the labour law and social security legislation’ can be used Ayccordin
to Degrave, this definition may be too broad as it does not allow citizens to know ex.actl whic}gl
types of data are (or can be) processed (Degrave, 2020b). However, this concern is soéewh t
alleviated by the fact that access to data from the data warehouse must also be subiject to a da:a
transfer protocol or to a prior deliberation of the Information Security Committee Jin which the
necessary and proportionate nature of the accessed data will be controlled (Sectio;l 4.2.3)

Moreover, the data minimisation principle is enshrined in the fact that the data warehous

contains solely pseudonymised data and that it can only be accessed by a limited number 0?:
data miners/investigators. Importantly, the people who pseudonymise the data to be uploaded
in the data warehouse are not the same as those who use the data warehouse in orderpto s et
fraudulent patterns. In practice, the SSIs must draw up a list of the categories of persons vfifh
access to the personal data in the data warehouse, with a description of their role in relation to
the data processing in question, and this list shall be kept at the disposal of the Data Protectio

Authority.° It is only once these data miners/investigators have identified a potential fraudule 11
case that the data at hand is de-pseudonymised, following a risk analysis, and extracted from t}l:

data warehouse, in order to start an investigation assessing whether there is indeed fraud )

4.2.5 The data subjects’ right to information and big data

he right to information

Data has to be processed fairly and in a transparent manner.%! This implies that citizens cannot
be taken by surprise and that the public administration shall take appropriate measures to rovi(;)

any information referred to in Articles 13 and 14 of the GDPR to the data subjects in a cponcisee
transparent, intelligible and easily accessible form, using clear and plain language (Article 29)
Working Party, 2018b).% If the public administration relies on big data to feed AI applications

: . g
dsed to fight social security infringements and tax fraud, this means that the data subjects, whose
ata are collected, should notably receive information about:

:(9) Art. 25 of the GDPR.
1 Art. 5bis, al. 5 of the Law of 15 January 1990.
s Art. 5.1.a) of the GDPR.

Art. 12.1 of the GDPR.
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The identity and contact details of the data controller and the contact details of its data

protection officer;®?

« The specific purposes of the processing for which the personal data are intended as well as
the legal basis for the processing;®*

« In cases where the data is acquired from a third party and thus not collected directly from
the data subjects by the data controller, the categories of personal data that are processed and
the source from which the personal data originate (notably whether it came from publicly
accessible sources);’

« The recipients or categories of recipients of the personal dataz®

« 'The period for which the personal data will be stored, or if that is not possible, the criteria
used to determine that period;®’

« The existence of the data subjects’ rights and of the right to withdraw consent at any time if
the processing is based on consent;®® and

o The right to lodge a complaint with a supervisory authority.%

Moreover, in the specific case where the public administration intends to make use of this data
for individual decision-making based ‘solely’ on automated processes, for instance to fight social

security infringements and tax fraud, it will have to inform the data subject about the existence

of such processes.”®

Turning back to the examples of tax and social security fraud, citizens are generally informed
about the existence of data-matching and data-mining operations through the laws mentioned
in Section 4.2.3. Yet, according to some authors, these laws do not provide sufficiently clear
information to the citizens, notably in terms of the concrete processing that will be conducted
and in terms of the types of data that will be used (Degrave 2020b; Degrave and Lachapelle,
2014). To some extent, this lack of transparency is reduced by the fact that these concrete data
processing will be subject to a DAM fiche, to an authorisation from the President of the Executive
Committee of the FPS Finance, to a prior deliberation of the Information Security Committee
or to the conclusion of a data transfer protocol, which will provide more specific information
(Section 4.2.3). However, citizens do not have access to the DAM fiches or to the authorisations of
the President of the Executive Committee. Moreover, while the deliberations of the Information
Security Committee are published on the website of the CBSS,’! it is hard to obtain information
about a specific processing operation, as the search tool is quite basic. Ina similar vein, while the

.

63 Arts. 13.1.a), 13.1.b), 14.1.a) and 14.1.b) of the GDPR.

64 Arts. 13.1.c) and 14.1.c) of the GDPR.

65 Arts. 14.1.d) and 14.2.f) of the GDPR.

66 Arts. 13.1.e) and 14.1.e) of the GDPR.

67 Arts. 13.2.a) and 14.2.a) of the GDPR.

68 Arts. 13.2.b), 13.2.c), 14.2.c) and 14.2.d) of the GDPR.

69 Arts. 13.2.d) and 14.2.e) of the GDPR.

70 Arts. 13.1.f) and 14.2.g) of the GDPR. For more details on this obligation, see Chapter 5, Section 5.2.2.
71 https://www.ksz-bcss.fgov.be/fr/ deliberations-csi-list?term_node_tid_depth=51.
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data transfer protocols have to be published on the websites of the relevant data controllers.”?
the result is that they are published on a wide variety of websites, whose quality can var reat)l

making it almost impossible for citizens to have a good overview of the types of proces)s,ii th:t
are done with their data (Degrave, 2020b). For transparency purposes, it would be preferagble to
centralise the publication of all of these protocols and deliberations in a single source, such as the
Data Protection Authority’s website, where it should be possible to search through t,hem on the

basis of several criteria, such as the types of purposes or of data concerned (Degrave, 2020a). A
good example of this is the city of Amsterdam’s ‘Algorithm register’”> '

Restrictions to the right to information: the ‘SyRI’ case example

However, it must be pointed out that, according to Article 23.1 of the GDPR, the right to
information, like any other data subject’s right, can be restricted by a Member St,ate lawgwhen
such a restriction respects the essence of the fundamental rights and freedoms and is a necessar
and proportionate measure in a democratic society to safeguard an important objective of enera)l,
public interest (De Raedt, 2017; European Data Protection Board, 2020b; Scarcella 2019)g Thes
objectives are listed in Article 23.1, and, in the context of big data collection to feed A)I aj lic‘:atione
used to flght social security infringements and tax fraud, it could be resorted to ‘anpilr)nportani
paonomic or financial interest of the (...) Member State, including monetary, budgetary and
taxation matters, public health and social security’”4 ’ ’

This provision is in line with Article 8.2 of the European Convention on Human Rights’> and
_With Article 52.1 of the Charter of Fundamental Rights of the European Union.”® Thefr%efore the
interpretation of these provisions by the Court of Justice of the European Union and the Euro : ean
Court of Human Rights, respectively, is perfectly transposable to the interpretation of Artic?e 23
of the GDPR. Accordingly, the restriction of data subjects’ right must be provided by law, must
respect the essence of the restricted fundamental rights and freedoms, must be nec);ssar, ansd
prop.ortionate in a democratic society, and must safeguard an important objective of e);eral
public interest (Article 29 Working Party, 2016; Tombal, 2018). For instance, in the coftext f
the fight against tax fraud, the right to information, as well as the other data ;ubject rights caon
bfe delayed, limited or excluded, with regard to the processing of personal data for whichgthe) FPS
Finances is the data controller, to guarantee public interest objectives in the budgetary, monetary

Z Art. 20.3 of the Law of 30 July 2018.
¥ https://algoritmeregister.amsterdam.nl/en/ai—register/
Art. 23.1.e) of the GDPR.
75 « :
the"f::’r;: s(}ilgll be no 1nterfere§ce by a public authority with the exercise of this right except such as is in accordance with
nd is necessary in a democratic society in the interests of national i i
- : : ional security, public safety or the economic well-
eing of the country, for the prevention of disorder or crime, for the protection of health or morals, or for th o
;)Gf the rights and freedoms of others’ , P pretecton
c y .
” thl;al:;tge};zi Fl:infdan;ental Rights of :Le European Union, O [2012] C 326/391. Art. 52.1: ‘Any limitation on the exercise
nd freedoms recognised by this Charter must be provided for by 1 d
Wl e arier st be y law and respect the essence of those rights
principle of proportionality, limitations may be made only i
. do : : ; y if they are necessary and genuinel
cet objectives of general interest recognised by the Union or the need to protect the rights and freedorr}lls of ogthzrsme ’

The new digital era governance 125



Chapter 4

and fiscal field.”” The goal is to prevent a citizen suspected of committing tax fraud from using
this information in order to prejudice the investigation and to escape a sentence (Degrave and

Lachapelle, 2014).78

In this regard, it is highly relevant to present the recent decision (5 February 2020) of the Rechtbank
Den Haag,”® on the compatibility, with Article 8 of the European Convention on Human Rights,
of the Dutch government’s ‘Systeem Risico Indicatie (‘SyRI’ - system risk indication), which is a
legal instrument used to detect various forms of fraud, including social benefits, allowances, and
tax fraud. SyRI is a technical infrastructure in which data can be linked and analysed in a secure
environment, in order to generate a risk report, which means that a legal or natural person is
deemed worthy of investigating with regard to possible fraud, unlawful use and non-compliance
with legislation.®* The instrument is applied at the request of government bodies or other bodies
with a public function, who decide to collaborate and exchange data.

The technique underlying the application of SyRI was first used between 2003 and 2013 without
a legal basis.3! On 1 January 2014, the SUWT Act®> was amended in order to enshrine in law
the application of SyRI, and the conditions for the application of SyRI are detailed in the SUWI
Decree.8384 More precisely, the legal basis for the processing of the necessary information in SyRI
for the purpose of carrying out risk analyses is Section 65 of the SUWI Act,®® and Article 5a.1, §3
of the SUWT Decree lists the categories of data that qualify for processing in SyRI, such as work

data, tax data, social assistance benefit data, pension data, etc.8°

The legality of the SyRI instrument has been challenged, in the Court of The Hague, by a coalition
of civil society interest groups and two natural persons.®’ In substance, they claimed that the
SyRI instrument breached Article 8 of the European Convention on Human Rights because it
constituted an infringement of people’s privacy, and that the SyRI legislation did not provide

77 Arts. 11.1,al.1; 11/1.1, al.1; 11/2.1, al.1; and 11/3.1, al.1 of the Law of 3 August 2012.
78 Projet de loi portant dispositions relatives aux traitements de données a caractére personnel réalisés par le Service

public fédéral Finances dans le cadre de ses missions, 6 juillet 2012, Doc. parl., Chambre, sess. ord., 2011-2012, no

53-2343/001, p. 11.
79 Rechtbank Den Haag, 5 februari 2020, Zaak n°® C-09-550982-HA ZA 18-388, ECLI:NL:RBDHA:2020:865

(ECLI:NL:RBDHA:2020:1878 for the English version). "
80 Ibid., points 3.1 and 3.2.

81 Ibid., points 3.5 to 3.10.
82 Wet van 9 oktober 2013 tot wijziging van de Wet structuur uitvoeringsorganisatie werk en inkomen en enige andere

wetten in verband met fraudeaanpak door gegevensuitwisselingen en het effectief gebruik van binnen de overheid bekende
zijnde gegevens, Stb., 2013, p. 405.

83 Besluit van 1 september 2014 tot wijziging van het Besluit SUWT in verband met regels voor fraudeaanpak door
gegevensuitwisselingen en het effectief gebruik van binnen de overheid bekend zijnde gegevens met inzet van SyRI, Stb.,

2014, p. 320.
84 Rechtbank Den Haag, 5 februari 2020, Zaak n°® C-09-550982-HA ZA 18-388, points 4.1 to 4.30.

85 Ibid., point 4.8.
86 Ibid., point 4.17.
87 Ibid., point 2.1.
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;uzﬂic;i}rllt sgfeguards.88 The Court thus assessed whether the §
-2 of the European Co i i
P nvention on Human Rights. This particular provision requires striking
a

fair balance between the int
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YRl legislation complies with Article
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88 Ibid,, point 6.1.
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4.2.6 The data subjects’ right not to be subject to automated individual decision-
making and big data

According to Article 22.1 of the GDPR, the data subject shall have the right not to be subject
to a decision based solely on automated processing, including profiling, which produces legal
effects concerning her or similarly significantly affects her (Article 29 Working Party, 2018a).
We will further address this right in our chapter dedicated to AL’ but we wish to point out here
that, according to Rouvroy, achieving Article 22’s aims in a big data world is ‘both unrealistic
and deeply paradoxical (...) especially when [big data analytics] involve self-learning algorithms’
(Rouvroy, 2016). Indeed, as pointed out by Zarsky, there are several tensions between Article 22

of the GDPR and big data analytics:

First, prohibiting automated analysis obviously undermines many of the big data practices
(...). Second, even if one of the many exceptions to the prohibition on automation (...)1s
met, the specific disclosures (...) which call for enabling a human response to the machines’
decisions are still required. To meet these disclosure obligations, big data processes must be
conducted in a manner that would assure they are interpretable - i.e. they can be explained
to the inquiring individual. Constantly meeting an ‘interpretability’ requirement might
call upon those designing the automated processes to compromise some of the system’s
precision to enable the delivery of this form of detailed disclosure. Third, allowing human
interjection would further encumber the automated process and slow down the innovative

technologies they bring about (Zarsky, 2017).
4.3 Data storage — personal data protection and blockchain

Blockchain technology is a distributed ledger technology (DLT) ‘that makes it possible to avoid
the use of a trusted third party for transactions, and which is notably at the basis of Bitcoin’
(Villani ef al., 2018). As pointed out by Finck, ‘a distributed ledger can be described as a shared
and synchronised digital database that is maintained by a consensus algorithm and stored on
multiple nodes (computers)’ (Finck, 2017). From a technical point of view, blockchains ‘only
designate the variants of DLT that record data in packages (‘blocks’) that are hashed (‘chained’) to
another’ (Finck, 2017). As Finck outlines, ‘data is usually grouped into blocks that, upon reaching
a certain size, are chained to the existing ledger through a hashing process. Through this process,
data is chronologically ordered in a manner that makes it difficult to tamper with information
without altering subsequent blocks’ (Finck, 2017). Concretely, digital ledger technologies, such as
blockchains ‘rely on a two-step verification process with asymmetric encryption. Every user has
a public key (...) that is shared with others to enable transactions. In addition, each user holds a
private key (...) that must never be shared with others. Both keys have a mathematical relationship
by virtue of which the private key can decrypt data that is encrypted through the public key.
Public keys thus hide the identity of the individual unless they are linked to additional identifiers.

98 See Chapter 5, Section 5.2.5.
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The nodes are the computers on which the ledger is stored. (...) In public and permission-less
blockchains, anyone can entertain a node by downloading and running the relevant software
Some (but not all) nodes also function as ‘miners, which aggregate transactions into candidate;
blocks and hash a new block to the chain on the basis of a predetermined consensus protocol
(such as proof-of-work or proof-of-stake)’ (Finck, 2017).

Similarly to big data and Al, blockchain, as a new technology, creates challenges in terms of
compatibility with the GDPR. This is notable because the GDPR was built for a world where
data is collected, stored and processed centrally, whereas blockchain technology decentralises
each of these processes (Finck, 2017; Lyons et al., 2018). Accordingly, some types of blockchains
(notably those that are public and permissionless) may be in tension with the GDPR as the
decentralised method of data storage and protection of blockchains cannot be easily reconciled
with data protection mechanisms developed for centralised data silos (Finck, 2017). However,
‘GDPR compliance is not about the technology, it is about how the technology is used’ (Lyon;
et al., 2018). Therefore, a creative legal interpretation of the GDPR and the implementation of
technical solutions could reconcile some of these tensions (Finck, 2017; Lyons et al., 2018).

Before diving into these potential tensions between blockchain technology and personal data
protection, a difference must be made between two types of blockchains, namely public and
permissionless blockchains on the one hand, and private and permissioned blockchains on the
other. Public and permissionless blockchains are open-source and open-access, which means that
anyone can download or design software to run nodes (Finck, 2017). Private and permissioned
blockchains run on a private network (an intranet or a VPN) and a person must have been granted
permission by an administrator in order to maintain a node (Finck, 2017). To take an example, the
European Blockchain Services Infrastructure (EBSI) will be a public but permissioned netw)ork
as only pre-validated participating nodes will have writing, storing, processing and transmittin :
of (personal and non-personal) data on the ledger (European Commission, 2020). For thosi
types of blockchains, it will be easier to comply with the GDPR (Lyons et al., 2018). Public and
permissionless blockchains, on the other hand, are the ones that create the most issues from a
personal data protection perspective, because of their extremely distributed nature (Lyons et al

2018). Therefore, those are the ones we will focus on in the remainder of this section. ’

4.3.1 Two preliminary questions

Two preliminary questions must first be outlined, namely whether data stored on the blockchain

R - ;
Gle) gfe{r-sonal data and, if this is the case, who should be responsible for the application of the

Two sets of data could potentially be considered as personal data, namely the data stored in the
blocks themselves (we will refer to these as the ‘block data’), and the public keys that are used
to link a specific operation to an individual (Finck, 2017). Regarding the block data, personal
dat.a can either be stored in plain text, in an encrypted form or hashed (Finck, 2017’). For the
plain text data, it is obvious that this remains personal data. For the encrypted and hashed data,
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the question is whether this constitutes pseudonymised data,?” to which the GDPR applies, or
anonymised data,'? to which the GDPR does not apply. The differe.:nce between the two conc.epts
is that it is impossible to link back to the data subject when the1'r data has been anonyrms.ed)
while this is possible with pseudonymised data. Yet, when data is enc.rypted, the dat? subject
can still be reidentified through the use of the right encryption keys, so it must be considered as
pseudonymised data subject to the GDPR (Finck, 2017; Lyons et al., 2018). The same goes for
hashed data (Article 29 Working Party, 2014; Lyons et al., 2018), though some authors argue
that this is debatable, and that it will, in fact, depend on the circumstances of tbe case and - t[he
hashing technique that has been used (Lyons et al., 2018). In any case, truly effective anonymisation
is difficult to achieve at present (Franceschi et al., 2018; Graef et al., 2018; Wendehorst, 2017).

That being said, advanced cryptographic (such as zero-knowledge proofs) and data aggregation
techniques could potentially lead to robust anonymisation in the future (Lyons et al., 2018). Pc-)r
blockchain technology, this could notably be the case if ‘personal data could l?e stored off-chau.q
and merely linked to the blockchain through a hash pointer. In such a scenario, persorllal data is
recorded in a referenced encrypted and modifiable database and not on the blockchain. Undér
this formula, no personal data is stored on-chain’ (Finck, 2017). Storing personz'il data off—c.hal;l
could indeed be an interesting avenue to explore, especially in light of the tensions that will .be
presented below, as a number of them could be solved through storing the personal data off—cha%n,
However, this is an attempt to design GDPR compliant blockchains that lirr.lits th.e rol.e of the chain,
as it merely holds proof that the data, which is held on a private storage, is valid (Finck, 2017).

Regarding the public keys, as they are used for the pseudonymous identification of ar? ir'ldi\(i(%ual’s
operations on the blockchain, they shall also be considered as personal data, as this individual
can be reidentified by matching additional information to the key (Finck, 2017). Contrary‘ L’J
the block data, the public keys could not be stored off-chain, as they are necessary to the chain’s
functioning (Finck, 2017).

Since the block data and the public keys can be considered as personal data, tl'lis 'raises the
question of who should be the data controller, i.e. who is accountable for the apphc?mon of t.l"ve
GDPR. In the GDPR, the data controller is defined as ‘the natural or legal person, public authority,
agency or other body which, alone or jointly with others, detelﬁmmes the purl?oses. an(-i r}rllear’lst
of the processing of personal data’!! For private and permissioned blockchains, it mig 1t nl;‘
be too complicated to identify a central entity that can qual}fy as the controller, for example the

99 pseudonymisation means ‘the processing of personal data in such a manner that the personal dﬁta can nfo longer blz

attributed to a specific data subject without the use of additional information, provided that such additional in orma't;ortl)d

kept separately and is subject to technical and organisational measures to ensure that the personal data are not attribute
identi identi ’ he GDPR).

to an identified or identifiable natural person’ (Art. 4.5 of t 4 . . . . .

100 The ISO 29100 standard defines anonymisation as the ‘process by which persor}ally 1dent.1ﬁa.ble mfor.matlcl))n (}PlH} E

irreversibly altered in such a way that a PII principal can no longer be identified directly of indirectly, either Y.t e r»/

controller alone or in collaboration with any other party’ (ISO 29100:2011, point 2.2, available at: https://www.is0.01g

obp/ui/#iso:std:iso-iec:29100:ed-1:v1:en).

101 Art. 4.7 of the GDPR.
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administrator that grants permissions to maintain a node (Finck, 2017; Lyons et al., 2018). Public
and permissionless blockchains, on the other hand, are a decentralised peer-to-peer network of
nodes, and consequently, this leads to uncertainties as to who should be considered as the data
controller(s) (Lyons et al., 2018). According to Finck, either none of the nodes can be defined
as the data controller, as none of them determines the purposes and means of the processing,
or, more likely, every node qualifies as a data controller, which means that each of them would
be accountable for the application of the GDPR and would have to be able to answer to a data
subject’s request regarding one of its rights (Finck, 2017). The same conclusion is reached by the
European Commission in its EBSI assessment, where it indicates that all the nodes should be
qualified as ‘joint data controllers for the transactional data that they to verify, store, and put on/

off chain’ (European Commission, 2020). Moreover, these decentralised models might make it

difficult to draw clear boundaries between data controllers and mere data processors (European

Commission, 2020). This clearly shows that the GDPR was built for a world where data is collected,

stored and processed centrally, which clashes with the functioning of decentralised blockchains.

This is especially problematic because ‘nodes: (1) only see the encrypted or hashed version of the

data; and (2) are unable to make any changes thereto. Nodes are thus decentralised entities that

cannot respond to the tasks the GDPR requires of centralised agents’ (Finck, 2017).

Another issue derives from the GDPR’s territorial scope, as decentralised blockchains rely on
nodes that are spread out across the world (Finck, 2017). Yet, the GDPR’s scope of application is
relatively wide, as it applies to the processing of personal data in the context of the activities of an
establishment of a controller or a processor in the Union, regardless of whether the processing
takes place in the Union or not;!?2 and to the processing of personal data of data subjects who
are in the Union by a controller or processor not established in the Union, where the processing
activities are related to the offering of goods or services to these data subjects, or to the monitoring
of their behaviour.!® In light of this wide territorial scope of application, the GDPR obligations

may be binding for a lot of blockchain-based applications throughout the world, even if they only
have an indirect link with the EU (Finck, 2017).

4.3.2 Tensions between blockchain technology and personal data protection

We will now turn to the potential tensions between blockchain technology and personal data
protection. In this regard, we should clarify from the outset that our analysis starts from the
assumption that the data controller uses the blockchain for a specified, explicit and legitimate
purpose,'* relies on a lawful basis of processing to do so (Lyons et al., 2018),195 and that the
data subject has been informed about this. 106 Accordingly, we start from the assumption that the
blockchain is simply a technical means to achieving that purpose.

s -
12 Art. 3.1 of the GDPR.

1% Art. 3.2 of the GDPR.

14 Art. 5.1.b) of the GDPR. See Section 4.2.3. Purpose limitation principle and big data.

1% Art. 6.1 of the GDPR. See Section 4.2.1. Lawfulness and fairness of processing and big data.

1% Arts. 12 to 14 of the GDPR. See Section 4.2.5. The data subjects’ right to information and big data.
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Data minimisation and storage limitation principle

According to the data minimisation principle, only the adequate, relevant7 and 9ecessary daFa for
the fulfilment of the specific purpose of processing shall be processed.1%” Yet, integral copies of
the chain are stored on each node, which multiplies, rather than minimises, the personal data
that is used (Finck, 2017). Additionality, in light of the storage limitation principvle, data shall be
kept in a form which permits identification of data subjects for no Alonger Fh'fm is necessary for
the purposes for which the personal data are processed.1%8 This principle is ¥nhe.rently at odds
with blockchain technology, as personal data that has been added to the chain will perpetually
remain part of it, as the chain is an append-only database that continuously grows and ex.pands
(Finck, 2017; Lyons et al., 2018). Because data will never be deleted from the blockchain, the
chain might contain data that are no longer adequate, relevant and neces‘sary for the Purpose
of processing for which they were originally processed, and migbt contain data that is storec}
for longer than necessary, thus contradicting these two key principles of .the'z GI?PR.. It should
however be outlined that, in its EBSI assessment, the European Commission 1r.1d1cated that
‘it can be argued that the existence of public keys on blockchains., colrnbmed 'w1th necessary
privacy enhancing mechanisms (PEMs), will fulfil the data minimisation requlremen'ts of the
GDPR’ (European Commission, 2020). The efficiency of these PEMs however remains to be

demonstrated (Lyons et al., 2018).

One way to circumvent this tension would be to store the block data off'—chain, as, in this case,
the chain simply contains a link, via a hash pointer, towards an oﬁf—cham' database, wherf-: the
personal data can more easily be minimised or deleted, in full compliance w1th the GPPR. (Flnc':k,
2017). Indeed, if the data is deleted off-chain, the link will remain on ‘.[he chain, but it will point
to nothing. However, whether this will actually work in practice remains to be seen.

Data accuracy principle and right to rectification

According to the data accuracy principle, the data controller must er.1$u-re th.at the personal datar
that it processes is accurate and that it is kept up to date.? This pr1nc1.p1e 1§ complemented by
the right to rectification, which grants the data subject the right to obta@, without u?due delay,
the rectification of inaccurate personal data concerning them, and the right to have incomplete
personal data completed.!'? Once again, these principles are at odds with blo.ckchain 'technology,
in light of the latter’s immutability (Finck, 2017; Lyons et al., 2018). Regarding the r(1ght ‘Fo 'have
incomplete data completed, the GDPR does outline that this .could be done by Prowdmg @
supplementary statement’ (Finck, 2017). Adding a new block with supplerr.lefltary 1r'1f0rmat11011
might thus potentially satisfy this requirement, though the former block containing the incomplete

107 Art, 5.1.c) of the GDPR. See Section 4.2.4. Data minimisation principle and big data.
108 Art. 5.1.e) of the GDPR.

109 Art. 5.1.d) of the GDPR.

110 Art. 16 of the GDPR.
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information will remain. If the request is to rectify data rather than to complete it, then adding
a new block might not be sufficient (Finck, 2017). Alternatively, the block data could be stored
off-chain, in order to facilitate its rectification and update.

Right of access

The data subjects’ right of access provides that the data subject has the right to obtain, from the
controller, the confirmation as to whether or not it processes personal data concerning him
or her.!! If it is the case, the controller will have to provide access to the data, as well as to the
information listed in points (a) to (h) of Article 15.1 of the GDPR.!!2 Moreover, the right of access
provides that the data subject has a right to obtain a copy of the personal data that is processed by
the controller.!!® In the context of blockchain technology, this right might be extremely difficult to
implement for the various nodes of the chain, as they will not know exactly which data is stored
on the chain because they will likely only have access to encrypted or hashed data, and will thus
not be able to tell a specific data subject whether their data is being processed in the chain or to
provide them with a copy of her data (Finck, 2017; Lyons et al., 2018). Nevertheless, if the block
data is stored off-chain, the controller can more easily identify if data concerning the data subject
is processed, and provide them with a copy of the said data.

Right to erasure

Article 17 of the GDPR stipulates that the data subject shall have the right to obtain from
the controller the erasure of personal data concerning them, without undue delay, if: ‘(a) the
personal data are no longer necessary in relation to the purposes for which they were collected
or otherwise processed; (b) the data subject withdraws consent on which the processing is
based (...) and where there is no other legal ground for the processing; (c) the data subject
objects to the processing (...); (d) the personal data have been unlawfully processed; (e) the
personal data have to be erased for compliance with a legal obligation in Union or Member
State law to which the controller is subject; (f) the personal data have been collected in relation
to the offer of information society services [to a child]’!4 Once again, this right is at odds with
blockchain technology, in light of the latter’s immutability (Finck, 2017; Lyons et al., 2018). By
definition, it is almost impossible to delete the data from the chain. Nevertheless, as pointed
out by Finck, ‘the precise meaning of ‘erasure’ is not defined in the GDPR, opening the door
to other interpretations than absolute deletion’ (Finck, 2017). For instance, the French CNIL
(CNIL, 2018), indicates that the combination of encryption techniques and key destruction
could potentially be considered as an erasure (Lyons et al., 2018). Moreover, the German
legislator accepts that, if the specific technical mean of storage makes it impossible to delete

U1 Art. 15 of the GDPR.

12 For example: the purposes of the processing, the categories of personal data concerned, the recipients to whom the
data will be or has been disclosed, the storage period, etc.

"3 Art. 15.3 of the GDPR.

!4 Art. 17.1 of the GDPR.
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the data, erasure can be achieved through other means, such as limiting the processing that are
tolerated,!° e.g. the data can only remain stored but cannot be used, and this example might
open the door to an interpretation of ‘erasure’ that accounts for the blockchain’s immutability
(Finck, 2017). However, we do not find this alternative compelling, as the GDPR provides for a
distinct right to the restriction of the processing, which precisely aims at limiting the processing
that can be performed on the data to its sole storage.!'® Accordingly, if the GDPR was meant to
make erasure possible through restriction rather than through deletion, even if only in specific
cases, two distinct rights would probably not have been created. That being said, data erasure
could be facilitated by storing the block data off-chain.

Data protection by design and by default

According to the data protection by design principle, the controller will have to implement
appropriate technical and organisational measures, both at the time of the determination of the
means for processing and at the time of the processing itself, which are designed to implement
data protection principles in an effective manner and to integrate the necessary safeguards into
the processing.!!” For instance, pseudonymisation could be used in order to ensure the respect
of the data minimisation principle.!'® Here, the encryption and hashing of the block data before
including it in the chain might actually be considered as a form of privacy by design, and the
objectives of the GDPR and of blockchain technology are thus aligned in this regard (Finck, 2017;
Lyons et al., 2018). This will especially be the case if the data is stored off-chain.

According to the data protection by default principle, the controller shall implement appropriate
technical and organisational measures in order to ensure that, by default, only personal data which
are necessary for each specific purpose of the processing are processed.!!? This echoes the data
minimisation principle that has been presented above. By default, the amount of personal data
collected, the extent of its processing, the period of its storage and accessibility should be reduced
to the minimum necessary for the purpose of processing.!2? In terms of accessibility, this means
that, by default, the personal data should only be made accessible to a limited number of people.'?!
Yet, as mentioned above, in decentralised blockchains, integral copies of the chain are stored on
each node, which multiplies, rather than minimises, the number of people that have access to
the data (Finck, 2017). Additionality, because data will never be deleted from the blockchain, the
chain might contain data that are no longer adequate, relevant and necessary for the purpose ot
processing for which they were originally processed (Finck, 2017).

115 Article 35 of the Gesetz zur Anpassung des Datenschutzrechts an die Verordnung (EU) 2016/679 und zur Umsetzung
der Richtlinie (EU) 2016/680.

116 Art. 18 of the GDPR.

117 Art. 25.1 of the GDPR.

118 Art. 25.1 of the GDPR.

119 Art. 25.2 of the GDPR.

120 Art. 25.2 of the GDPR.

121 Art. 25.2 of the GDPR.
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/;s outlined above, a way to address this issue would be to store the block data off-chain, where
the plersonal data can r‘nore easily be minimised and where the access can be limited to specific
people. Another solution would be to apply PETs, such as zero knowledge proofs (European

CommlSSIOI’l, 2()2()) The eﬂiaency p
. 1n practice 01 these l E IS 18 h() wever uncertain at tlle moment
(L> ons et lll" 2018)'

Transborder data flows

Finally, since the nodes of a chain are located all around the world, and each of them contains a full
copy of the chain, the rules pertaining to the transfer of personal data to ‘third countries, naa ul
co.untries outside of the EU and the European Economic Space (EES), must be kept )in i (}1,
(Finck, 2017; Lyons et al., 2018). As a matter of principle, data can only l;e transferreg to artrllll‘nd
count.ry if the European Commission has decided that it ensures an adequate level of protecti 11r22
As this list is quite limited, some of the nodes will very likely be located in third cougtries th(:':'
not deemed to grant adequate protection. In such cases, Article 46.1 of the GDPR provides th atre
controller may transfer personal data to a third country if it has provided appropriI:te safe uarad X
and on condition that enforceable data subject rights and effective legal remedies for data sib' tS ,
are available. This could notably be done through binding corporate rules or a code of condu )te fzj
In theory, the nodes could be requested to adhere to one of these mechanisms in order to j - .th
blockchain, but in light of the other tensions that we have highlighted, such rnechanisms)r(r)llzlll i
fact, not be deemed to grant appropriate safeguards (Finck, 2017). A final solution would b); 12

rely on the data subject’s explicit consent
or such a transfer,!?4 but this consent
to get in practice (Finck, 2017). ey bevery hard

4.3.3 Use of blockchain, by the public administration, to fight social security and tax fraud

In light of the above, it stems that the use, by public administration, of blockchain technol

to ﬁght social security infringements and tax fraud raises numerous challenges and or::n(t)ig }lf
tensions. The starting point for the public administration should be to determine whefher th i
actually need blockchain technology, or whether other technical solutions could be used, asei};

Should not be assullled that usin blOCkChalIl 111 autOIIlatlcaHy be more secure aIld CheaPeI
g w.
(Ls ons et a’l') 20 18)'

Ifa publ.ic administration wishes to rely on blockchain technology, it is recommended that they
useha p'nv‘tite and permissioned blockchain with a clearly identified controller, who will grant
authorisations to run nodes of the blockchain, in order to limit the number of people that can

122

Art. 45.1 of the GDPR. For a list of these ¢ i
; ; ; X ountries, see https://ec. .eu/i -topi i
igl}ternatlonal-dlmension—data—protection/adequacy-decisions enf.J opneuinallaltopiddate-protection/
- Respectively arts. 46.2.b) and e) of the GDPR. -

Art. 49.1.a) of the GDPR.
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get access to the block data (Lyons et al, 2018). In this regard, authorisations should be solely
granted to bodies, whether public or private, such as SMALS,?> that have been authorised by a law
to process such data in order to fight social security infringements and tax fraud (Section 4.2.1).

Moreover, the blockchain should, ideally, be designed in such a way that the block data, which
qualifies as personal data,'?® should be encrypted, aggregated and stored off-chain (Lyons et
al., 2018). In this regard, ‘it could be argued that blockchain networks should be used to store
immutable proofs that certain data exists, rather than to store the data itself” (Lyons et al., 2018).
As we have seen above, this would facilitate the compliance with the data minimisation, storage
limitation, data accuracy, and data protection by design and by default principles, and would
facilitate the exercise of the data subjects’ rights of rectification, access and erasure, all of which
may not be possible to do if the block data was directly stored on the chain. However, it is uncertain
whether this will actually be workable in practice.

Finally, it should be outlined that, depending on the circumstances of the case, blockch:flin
technology might enhance transparency about the processing done by the data controllers, which
are stored on the chain. Indeed, blocks in the chain contain not only ‘block data’ pertaining to the
different processing that occurred (e.g. which data has been processed), but also headers that ot.ltline
the identity of the data source and data recipient, as well as a timestamp (Finck, 2017). Accordingly

depending on how the blockchain is built (e.g. whether the data subject can have access to the block
data and whether the data controller can link the block data to a specific data subject), the data
subject could check the chain in order to obtain information about whether data concerning thern
has been processed, but also about the entities between which their data has been transferred, and
at what moment this occurred. Thus, if information about the processing of citizens’ data in order
to fight social security infringement and tax fraud were to be stored on a blockchain, the citizen
could check, depending on how the blockchain is built, which of their data has been processed
in this regard, among which public administration the data has circulated and at what mome:n‘rx
Naturally, in light of the sensitive nature of the data at hand, and in light of the data protectlo'n
by default principle, natural or legal persons other than the data subject and the relevant. public
administration should not be able to access the chain (private and permissioned blockchain).

An interesting example to mention in this regard is Estonia’s use of blockchain technology to
secure its residents’ health records (Einaste, 2018).1%” Indeed, Estonia has set up a blockchain that
stores all the log files that record the data-processing activities performed on its residents’ health
records (which are themselves not stored on the blockchain) (Einaste, 2018). Each access or each
change to a patient’s electronic records is recorded and timestamped, and this can be checked by
the patients (Einaste, 2018).

125 SMALS is a Belgian non-profit organisation whose objective is to support the Belgian Federal public administration
regarding information management and related issues for integrated IT service provision (https:// ww.smals.be/ fr). Itis
one of the Belgian nodes of the European Blockchain Services Infrastructure (EBSI) (see https://ebsidbe.eu/).

126 See Section 4.3.1. .

127 See https://e-estonia.com/blockchain-healthcare-estonian-experience/.
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4.4 Conclusions

As outlined throughout this chapter, public administrations are increasingly relying on new
technologies, such as big data and blockchain, which increase their capability to process greater
amounts of data, in order to provide public services and to support their decision-making. While
this can lead to significant benefits, notably in terms of efficiency, for these administrations, it must
not be overlooked that the use of such technologies could also have significant impacts on the lives
of their citizens. Therefore, administrations need to comply with the legal framework that aims
at limiting the uses they can make of such technologies, in order to circumscribe these impacts.
In this regard, the aim of this chapter was precisely to outline how this could be done in practice.

In terms of key takeaways pertaining to the use of big data by public administrations, it should
be remembered that the lawful basis underlying big data processing should ideally be a law.!28
Importantly, this law needs to meet certain standards in order to be sufficiently clear and
predictable. Indeed, as a rule of thumb, any personal data processing must be fair, which implies
that the laws on which this processing is based must be sufficiently explicit and understandable
for citizens. Furthermore, the purpose of processing must be defined prior to the collection of
the data, and data that has been collected for a specific purpose cannot be further processed
for a purpose that does not fit within this initial purpose.’? This requirement can be at odds
with big data analytics if a large number of data are collected ‘for the sake of it, without a clearly
defined purpose. Accordingly, if public administrations wish to rely on big data analytics, they
will need to clearly define the purposes of processing in advance. Linked to this is the data
minimisation requirement, according to which only the adequate, relevant and necessary data
for the fulfilment of the specific purpose of processing shall be processed.!3° This can also be at
odds with big data analytics that rely on the processing of data coming from the largest possible
number of sources, independently of their relevance. Therefore, public administrations willing to
rely on big data analytics will also need to clarify, in advance, which data they will use and why
these data are necessary to achieve the desired purpose. Finally, public administration relying
on big data analytics to process their citizen’s personal data must respect the latter’s data subject

rights, such as the right to information and the right not to be subject to automated individual
decision-making.!3!

Regarding the use of blockchain, several key takeaways can also be formulated for public
administration.!? First, it is advised to use a private and permissioned blockchain with a clearly
identified controller, who will grant authorisations to run nodes of the blockchain, in order to
limit the number of people that can get access to the block data. Moreover, such authorisations
should only be granted to bodies that have been authorised by a law to process such data. Second,

128 See Section 4.2.1.
129 See Section 4.2.3.
130 See Section 4.2.4.
1 See Sections 4.2.5 and 4.2.6.
132 See Section 4.3.3.
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the blockchain should, ideally, be designed in such a way that the personal data from the blocks
are encrypted, aggregated and stored off-chain. Third, the blockchain should be designed in a way
that enhances transparency about the processing done by the data controllers on the data stored
on the chain. In this regard, the data subject should be able to check the chain in order to obtain
information about whether data concerning them has been processed, but also about the entities
between which their data has been transferred, and at what moment this occurred.

Finally, it must be outlined that while the analysis pertaining to big data has focussed on data
collection and combination, and the analysis pertaining to blockchain has focussed on data
storage, this does not mean that these technologies do not have an impact on the other stages
of the data processing lifecycle. Indeed, these technologies are intertwined and influence each
other. For instance, a blockchain based system can enable the sharing of personal data between
public administration in order to complement other sources of data, which would allow these
administrations to conduct big data analytics on a greater scale and scope of data. Furthermore,
big data and blockchain technologies can contribute to the development of artificial intelligence
techniques, by increasing the amount of available data on which the Al algorithms can be trained.
Naturally, the use of artificial intelligence technologies by public administration must also comply
with the rules of personal data protection, as will be analysed in Chapter 5.
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