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Abstract 

By using technologies, such as big data and blockchain, public administrations are able to process 

a large amount of citizens personal data. When processing these personal data, the administration 

must comply with the personal data protection rules contained in the General Data Protection 

Regulation. As the use of such technologies could have dramatic impacts on the lives of their 

citizens, it is fundamental to understand the limits that this legal framework puts on their use. This 

chapter analyses the interactions between personal data protection and big data and blockchain 

technologies. It explains the legal framework within which such technologies can be leveraged 

by public administrations for the provision of their public services. Focussing on data collection 

and combination (big data), this chapter concludes that the processing of personal should be 

based on a law meeting certain requirements. Data subjects rights must also be respected. 

Regarding data storage (blockchain), several key and concrete takeaways are formulated for 

public administrations. While most of the following analysis will be equally applicable to any 

public administration within the European Union, this chapter will focus on two case studies 

within the Belgian public administration, namely the public policies and decision-making linked 

to social security infringements and tax fraud at the Belgian federal level. Indeed, these could have 

a significant impact on citizens finances in particular, and their lives in general. 

Keywords: big data, blockchain, GDPR, public administration, fraud 

Evrim Tan and Joep Crompvoets (ed.) The new digital era governance mM 

DOI 10.3920/978-90-8686-930-5_4, © Wageningen Academic Publishers 2022 

    

    

  

  

  
 



a
n
 

F
i
r
 

Ce
nt
re
 
ge
 D

oc
um
en
t 
de
r 

  

Chapter 4 

4.1 Introduction 

Public administrations consistently use more and more data, including their citizens personal 

data,! to deliver their public services. Yet, when processing? these personal data, they have to 

comply with the personal data protection rules. For the public administrations of Members States 

of the European Union,? these rules are contained in the General Data Protection Regulation 

(hereafter ‘GDPR).* The adoption of the GDPR presents several challenges for the administration 

as it is directly applicable to them and they might thus have to revise their former way of processing 

personal data. Indeed, the principles of accountability (Article 29 Working Party, 2010)° and of 

data protection by design and by default, which are at the core of the GDPR, were not explicit 

in the former Directive 95/46,’ and the administrations had to adapt their practices in order to 

meet the new standards set by the GDPR. 

These privacy and personal data protection rules are especially important with the advent of new 

technologies, such as big data, artificial intelligence and blockchain, which bring new capabilities 

to public administration to process greater amounts of data in public service processes with unique 

implications in data privacy, transparency, security and governance. As the use of such technologies 

could have strong impacts on the lives of their citizens, it is fundamental to understand the limits 

that this legal framework puts on their use. 

1 Personal data is defined as ‘any information relating to an identified or identifiable natural person (‘data subject’); an 

identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier 

such as a name, an identification number, location data, an online identifier or to one or more factors specific to the 

physical, physiological, genetic, mental, economic, cultural or social identity of that natural person’ (Art. 4.1 of the GDPR) 

2 Processing ‘means any operation or set of operations which is performed on personal data or on sets of personal data, 

whether or not by automated means, such as collection, recording, organisation, structuring, storage, adaptation or 

alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment 

or combination, restriction, erasure or destruction’ (Art. 4.2 of the GDPR). 

3 For examples of data protection rules in other countries, see for instance the UK Data Protection Act (2018), available at 

https://www.legislation.gov.uk/ukpga/ 2018/12/contents/en
acted; or the Australian Privacy Act (1988), available at https:// 

www.legislation.gov.au/Details/C2021C00242. In the USA, there is no single Federal State legislation pertaining to data 

protection, but rather hundreds of (sector-specific) Federal and State legislations, some of which focus on a particular 

type of data (for more information and a brief overview, see https://iclg.com/practice-areas/data-protection-laws-an
d- 

regulations/usa). 

4 Regulation 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural 

persons with regard to the processing of personal data and on the free movement of such data, and repealing Directive 

95/46 (General Data Protection Regulation), OJ [2016] L 199/1. The GDPR was adopted on the 27 April 2016 and is 

applicable since the 25 May 2018. 

5 Art. 5.2 of the GDPR. 

6 Art. 25 of the GDPR. 
7 Directive 95/46/EC of the European Parliament and of the Council of 24 October 1995 on the protection of individuals 

with regard to the processing of personal data and on the free movement of such data, OJ [1995] L 281/31. In Belgium, 

which is the country that will be used as a case study (see infra), the provisions of the Directive had been included in an 

existing law of 1992 (Loi du 8 décembre 1992 relative à la protection de la vie privée a l'égard des traitements de données 

à caractère personnel, M.B., 18 mars 1993). 

112 
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A . . . ! uns: this en and the following one will delve into the interactions between personal 
ection and big data, artificial intelligence and blockchai i u ea ' ckchain technologies, in order to d 

a ° h me wor join which such technologies can be leveraged by public driften 
provision of their public services. To do so, the le orth . ; gal challenges will be structured 

ine sue processing lifecycle for decision-making, focussing first on data collection D 
u ai a. data — Section 4.2), and then on data storage (blockchain - Section 4 3) The 

iderations pertaining to the use of artificial intelli ili sis oder igence to facilitate data analysis will, 
; pter 5. Naturally, all of these technologi i 

apply at all stages of the data-processing li ane di g lifecycle, but for readability pu i 
to relate each technology to the sta ennn ht ge of the lifecycle where it has th i 
does not mean that it does not have an i seed. those tsdmclodiee me n impact on the other stages. Indeed, these tech 
intertwined and influence each other throughout the data-processing lifecycle, m 

Whil i is wi m | ° “ vs u analysis will be equally applicable to any public administration within 
nion, this chapter will focus on one Member S tate, namely Belgi i 

illustrate in more detail some of the | sb onu pete egal challenges that public administrati i 
when they wish to rely on these new t ce art aa echnologies. More specificall i i 
devoted, in this chapter, to two case ies withi i de , ; studies within the Belgian publi ini i iM at st ei gian public administration, namely th 
public policies and decision-making linked to social security infringements and tax fraud a the 
Be gl 1 € evel, as ese cou ave a signi can imp act on citizens nances In par ticu ar, 

and their lives In general. 

4.2 Data collection and combination — personal data protection and big data 

As point ‘ ivi aie by ae when striving to define the ‘big data’ concept, the professional literature 
our V's: the Volume of data collected, the Vari a ; ty of sources, the Veloci i 

which the analysis of the data can Fie kannte unfold, and the Veracity of the d i = y e data which could (arguably) b 
E Fe en process (Zarsky, 2017). Big data represents a fundamental a 

ata is collected, stored, and subsequently used - all nn né fe ts a y ~ all a result of recent technological 
phasis in the original text) (Zarsky, 2017). Big d i Siam eatin denn ' y, . Big data relies on the fact that large 

gathered in order to extract informati i ar mation and draw inferences that 
+ „eve ones not been possible to extract/draw with smaller volumes of data (Mayer 

nberger and Padova, 2016). The more data is gathered > . ‚the more inf i i Et denen gathered, t information can potentiall 
ng this data, in order, for example, to d i : 

a , ple, to draw up public policies or to take 
5 inistration, implementing big data tech i ee 8 big data technologies could notably derive 

g of data between administrations, thus breaki i a ng s, thus breaking the existing silos that exi 
etween these administrations (Chantillon et al., 2017). It could also derive from the élection ion 

of data, held by private sector fi i b rms, for public interest purposes (High -L 
Business-to-Government Data Sharing, 2020; Richter, 20202 FT per a 

LE 

8 See also the French ‘Loi Lemaire” Loi emaire’: Loi n° 2016-1321 é i éri L Fre pour une République n i i 
to 22 pertaining to ‘data of general interest (‘données d'intérêt general) SEER EES 

The new digital era governance 

  
  
 



m
a
n
 

g
r
 

en
tr

e 
Se
 

Do
cu

me
nt

 
  

Chapter 4 

With the advent oftoday’s technology, data can be collected more easily, notably through sensors 

and the Internet of Things (IoT); it can be stored in larger quantities, as the cost of storage is 

constantly decreasing; and it can be used in a wide variety of contexts, notably for decision- 

making (Zarsky, 2017). However, such an increase in the power of data analytics can have an 

impact on the data subjects privacy and personal data protection. As pointed out by Zarsky, 

there is a double-sided tension’ between big data analytics and personal data protection (Zarsky, 

2017). As this author outlines, ‘on the one hand, these advanced forms of data analyses can 

compromise the individuals privacy rights and the control citizens have over their personal 

data. Thus, the availability of these tools might require stricter enforcement of privacy laws to 

so limit privacy-related harms. On the other hand, (...) stricter data protection and privacy 

laws compromise the growth of the big data industry and the benefits to be derived from it 

(Zarsky, 2017). 

Therefore, big data analytics, at least in some of its forms, is in tension with personal data 

protection. Indeed, the potential of big data relies on the fact that ‘data needs to be gathered at an 

unprecedented scale whenever possible, and reused for different purposes over and over again (...) 

This puts big data on a direct collision course with the core principles of existing data protection 

laws’ (Mayer-Schönberger and Padova, 2016). This is specifically apparent when focussing on five 

of the GDPR’s provisions, namely the prohibition to process special categories of data,’ the purpose 

limitation principle,!° the data minimisation principle," the data subjects right to information,” 

and the data subjects right not to be subject to automated individual decision-making!? (Zarsky, 

2017). Before delving into each of these provisions, it must first be outlined that any processing 

of personal data by the public administration must be lawful and fair. 14 

4.2.1 Lawfulness and fairness of processing and big data 

The GDPR stipulates that the processing of personal data will be lawful ‘only if and to the extent 

that at least one of the following applies: (a) the data subject has given consent to the processing 

of his or her personal data for one or more specific purposes; (b) processing is necessary for the 

performance of a contract to which the data subject is party or in order to take steps at the request 

ofthe data subject prior to entering into a contract; (c) processing is necessary for compliance with 

alegal obligation to which the controller is subject; (d) processing is necessary in order to protect 

the vital interests of the data subject or of another natural person; (e) processing is necessary foi 

the performance of a task carried out in the public interest or jn the exercise of official authority 

vested in the controller; (f) processing is necessary for the purposes of the legitimate interests 

  

9 Art. 9 of the GDPR. 

10 Art. 5.1.b) of the GDPR. 

11 Art. 5.1.c) of the GDPR. 

12 Arts. 12 to 14 of the GDPR. 
13 Art. 22 of the GDPR. 
14 Art. 5.1.a) of the GDPR. 
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ursued by the c i en 7 onen or 7 a third party, except where such interests are overridden by the 
mental rights and freedoms of the d j | ata subject which requi i 

personal data, in particular where the data subject is a child’15 ene rosen of 

While a quick i i i venta el von ne aan nn give the impression that the public authorities could thus 
ul bases of processing, in reality, t f a ay ; y two of those bases should be avoid 

oy a juniors On the aie hand, the GDPR explicitly states that the ‘legitimate ers? 
apply to processing carried out by public authorities in the performance of thei ir 

tasks.! In practice this is aj a W ns ead 
> notam Or prob em for ub i d ini i y y 

. Pp IC ministrations as the ill rel i 

on the per formance ofa task carried out in the public interest’ law ul basis 

On the other h ini i On tne one an public administrations should avoid relying on the data subject’s co n 
ont us of processing. To understand why this is the case, the definition of co sont 

rs = i 5 
arr e restated According to the GDPR, the consent of the data subject ‘means Im 

, Ss 
. . . 

"x ps ” : Eee informed and unambiguous indication of the data subject’s wishes b which 
7 scroll : a ment or by a clear affirmative action, signifies agreement to the process 

a ° , 
ir u © aie him or her’!” (emphasis added). The consent of the data subject 
Mr ‘ realy ar In this regard, the GDPR outlines that ‘consent should rt b 

s freely given if the data subj i : ject has no genuine or free choi i denen i ee choice or is unable to refus 
dis sent without Serien! 18 This will especially be the case ‘where there is a clear 

een the data subject and the contr i i oller, in particul ee oe = , in particular where the controller i 
En ao: it erge unlikely that consent was freely given in all the rest ‘ i 3 ; ie 2 2 cei en nes added). This is confirmed by the European Data Protection 

eafter ’) in its revised guideli i nes on consent, though i i it mi 
i , though it outlines that it mi 

ppropriate to use consent under certain circumstances, such as consenting to be incl pi ; include 
ina mailing list to receive info h p! ogress of road works uropean Data 

rmation about the 

Nevertheles B hen nn 2 he a GLE lawful bases are more appropriate to the activity of 
nine Nes nan : “i ‘ er the processing necessary for compliance with a legal obligation 

gene ru or e performance of a task carried out in the public interest or in the 
tic dela or y void in the controller (European Data Protection Board, 2020a).20 
nan : sis wi aften be a law. For instance, at the Belgian federal level, personal 

sing to fight tax fraud is organised by the law of 3 August 2012,2! while personal data 

0000 

E Art. 6.1 ofthe GDPR. 
EL Art. 5.1 of the GDPR. 

4 Art. 4.11 of the GDPR. 

4 Recital 42 of the GDPR. 

4 Recital 43 of the GDPR. 

: Respectively arts. 6.1.c) and 6.1.e) of the GDPR. 
Loi du3 aout 2012 portant dispo Ve ces a caractère personnel réalisés par le Service 

P ant disp: sitions relatives aux trai 
bli 1 7 raitements de donné è ) ises p 

Public federal Finances dans le cadre de ses missions, M.B., 24 aoüt 2012 | 
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199022 i i bly addressed by the law of 15 January ing to tackle social security fraud is notably 

ede Prem Law (1) of 29 March 2012.% It should be outlined from the outset a some 
“ 

. 

of the rotor: of the law of 3 August 2012 and of the law of 15 January 1990, vine a © 

ae adoption of the GDPR, have been modified or inserted in September 2018, in order to adap 

them to the entry into force of the GDPR.?? 

Su a I owever!, I eed to meet ce tain sta da ds. ame y t ey S 1ould specify the eneral 
ch WS, > Yr S r N > g 

co d tio so pro y > yp W! 
nai ns gover nıng the lawfulnes f cessir 18 b the controller the t es of data hich are 

sub ectto the proce Sin: the data subjects concel ned; the entities to, and the purposes for which l, 
) S 5 

the per OI al data I lay be d sclosed; the put pose limitat on; stor age periods; and processing > Ss 

operations al id processing procedures, including measures to ensure lawful and fair processing 

... oO ubl nterest a d be P rtionate to the legi ii m 
it hal also meet a 1 ob ective fp 1C 1 res n pro ort timate ai 

( , ) Ss ) 

pu sued. Mot eover, aS a ule 0. thur 1b any pet SO al data processing must be fair, which implies 
> r > 

aws oO ch th PI ocessing 1S bas S S y P 
that tl ie | n whi 1S ces g ed must be ufficientl ex licit and understandable 

* 
pr 8 for the citizens They cannot be taken by surprise and must be informed about this ocessın 

4.2.2 The prohibition to process special categories of data and big data 

. 27 . . . . it ! 

The processing of ‘special categories of data listed in Article 9.1 of an is in prince 5 

i i / t of that list, and are defined as person hibited.28 Data concerning health’ are par Pp 1 date 

related to the physical or mental health of a natural person, including the provision 2 sa " 

« i 2? These types of data a i i bout his or her health status. services, which reveal information a . 

important to mention in the big data context, where more and more data en rome 

i acc Iculating your number of daily steps. Indeed, sensors, such as a connected watch ca da ca 

i i the European Data Protection Board), to the Article 29 Working Party (today Dane 

i -related information, and should accordingly be considered as revealing health-re ee 

reinforced protection for ‘special categories of data’ (Article 29 Working Party, 2 nr. 

2017). This finding is important for public policies and decision-making linked to social s y 

infringements, as they might rely on ‘data concerning health. 

écurité iale, M.B., ive a Pinstituti à isati ’une Banque-carrefour de la sécurité sociale, 22 Loi du 15 janvier 1990 relative à l'institution et à l'organisation d'une Banq 

2 Lot program i in particular Article 101 of this Law. . n particular Article | 

a po eue om ; is u ne deuken et modifiant diverses lois concernant la mise 

He en a. eaten opéen et du Conseil du 27 avril 2016 relatif à la protection des é nt (UE) 2016/679 du Parlement eur aT a ende 

personne ques à eal du traitement des données à caractère personnel et à la libre circulation de ces ersonnes phy: : : ve 

sbrogeant la directive 95/46/CE, M.B., 10 septembre 2018, arts. 9-40 and 70-8 

25 Art. 6.3 of the GDPR. 

2 Personal data revea aclal Or € co olitical o ions, re. O or OSO cal be efs, or trade union 
at l g rach rıg ‚ pol P > gious P Pp 

i 's sex life or bership, (...) genetic data, biometric data, data concerning health or data concerning a natural persons membership, (... ï 

sexual orientation (Art. 9.1 of the GDPR). 

28 Art. 9 of the GDPR. 

29 Art. 4.15 of the GDPR. 
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Moreover, some forms of big data analytics might blur the lines between special categories of data and ‘regular’ personal data. Indeed, ‘an analysis merely relying on and addressing ‘regular’ categories can quite quickly end up pertaining to ‘special categories. For instance, health data can be deduced froma variety of datasets, such as shopping databases, and therefore this category has quickly and sharply expanded’ (Zarsky, 2017). Once again, this is an important factor to consider for public administration relying on big data analytics for decision-making linked to social security infringements and tax fraud, as, even if they believe that they are relying on ‘regular’ data, the crossing of large numbers of such regular data could give rise to special categories of data, which can only be processed under stricter conditions, 

Finally, it must be outlined that specific additional safe 
convictions and offences (Art. 10 of the GDPR),?? 
social security fraud, for instance if the elaboratio 
profiles includes the analysis of historical crimin 

guards also apply to data relating to criminal 
which might have to be considered for tax and 

n of algorithmic models to identify ‘suspicious’ 
al convictions and offences data. 

4.2.3 Purpose limitation principle and big data 

The purpose limitation principle provides that personal data shall be ‘collected for specified, explicit and legitimate purposes and not further processed in a manner that is incompatible with those purposes’ (Article 29 Working Party, 2013).3! This means that the purpose of processing must be defined prior to the collection of the data, and that data that has been collected fora specific purpose cannot be further processed for a purpose that does not fit within this initial purpose. This principle, which is a core principle of personal data protection enshrined in Article 8.2 of the Charter of Fundamental Rights of the European Union, can be at odds with some forms of big data analytics, where a large number of data are collected ‘for the sake of it’ without a clearly defined purpose. Indeed, Mayer-Schönberger and Padova argue that ‘there is a strong economic incentive to keep the data for as long as possible, and much beyond the initial use of it, to reuse it repeatedly as well as to combine it with other data’ (Mayer-Schônberger and Padova, 2016). 

One might think that resorting to broad definitions of Purposes of processing could solve this incompatibility. However, as pointed out by Zarsky, ‘trying to circumvent this limitation by initially defining a very broad and vague purpose for future uses would most likely not resolve this matter, as the stated purposes must also be ‘specific? 
broad purpose might even be considered as ‘illegiti 
Processing” (Article 29 Working Party, 
obtaining consent from the data subject 

Furthermore, stating an unnecessarily 
mate’ and thus lead to unacceptable 

2013; Hahn, 2021; Zarsky, 2017). In the same vein, 
s for very broadly defined purposes would likely not 

—— 

0 ‘Processing of personal data relating to criminal convicti 
6(1) shall be carried out only under the control of official authori 

er State law providing for appropriate safeguards for the ri 
register of criminal convictions shall be kept only under the con ° Art. 5.1.b) ofthe GDPR. 

ghts and freedoms of data subjects. Any comprehensive 
trol of official authority. 
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Chapter 4 

amount to specific and informed consent (European Data Protection Board, 2020a; Mayer- 

Schönberger and Padova, 2016).32 Indeed, the core idea of the purpose limitation principle 

is that the data subject should be aware of what is done with their data, and should be able to 

exercise control over this processing. 

However, it should be remembered here that, according to Recital 50 and Article 6.4 of the 

GDPR, if data is processed for a new purpose that is compatible with the initial purpose of 

processing, no separate lawful basis is required. In this regard, it is important to outline that the 

GDPR provides that further processing for archiving purposes’? in the public interest, scientific 

or historical research®* purposes or statistical purposes” shall, in accordance with Article 89.1, 

not be considered incompatible with the initial purposes.% In such cases, appropriate technical 

and organisational safeguards, such as pseudonymisation,”” would, however, have to be set. 

As pointed out by Mayer-Schönberger and Padova, these exceptions could notably be used 

for some big data applications for statistical purposes (Mayer-Schönberger and Padova, 2016). 

Nevertheless, Recital 162 of the GDPR makes it explicit that pursuing statistical purposes implies 

that the personal data cannot be used in support of individual measures or decisions regarding any 

particular natural person. Accordingly, using big data statistical analysis ‘to influence decision- 

making directly affecting a particular individual would be outside the meaning of ‘statistical 

purposes; and also violate the restrictions on automated individual decision-making, including 

profiling’ (Mayer-Schönberger and Padova, 2016). 

If one applies the above considerations to the specific topic of this contribution, the purpose 

limitation principle does not prevent the use of big data analytics for social security infringements 

and tax fraud per se, but only of big data analytics which do not have a specified, explicit and 

legitimate purpose. Accordingly, big data analytics can be applied for purposes that have been 

clearly defined in advance. Moreover, there must be a lawful basis for this processing. As a matter 

  

32 Art. 4.11 of the GDPR. 
33 According to Recital 158 of the GDPR, this should apply to bodies that have a ‘legal obligation to acquire, preserve, 

appraise, arrange, describe, communicate, promote, disseminate and provide access to records of enduring value for 

general public interest. This Recital also adds that the GDPR does not apply to deceased people. 

34 According to Recital 159 of the GDPR, scientific research purposes ‘should be interpreted in a broad manner including 

for example technological development and demonstration, fundamental research, applied research and privately funded 

research (...) [and] should also include studies conducted in the public interest in the area of public health’ According to 

Recital 160 of the GDPR, historical research purposes ‘should also include historical research and research for genealogical 

purposes, bearing in mind that this Regulation should not apply to deceased persons. 

35 According to Recital 162 of the GDPR, statistical purposes mean ‘any operation of collection and the processing of 

personal data necessary for statistical surveys or for the production of statistical results. Those statistical results may 

further be used for different purposes, including a scientific research purpose. The statistical purpose implies that (...) the 

personal data are not used in support of measures or decisions regarding any particular natural person. 

36 Art. 5.1.b) and Recital 50 of the GDPR. 

37 ‘Pseudonymisation means the processing of personal data in such a manner that the personal data can no longer be 

attributed to a specific data subject without the use of additional information, provided that such additional information is 

kept separately and is subject to technical and organisational measures to ensure that the personal data are not attributed 

to an identified or identifiable natural person’ (Art. 4.5 of the GDPR). 

38 Art. 89.1 of the GDPR. 
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ef principle, this should be a law (Art. 6.1.c) ofthe GDPR 
interfere with citizens privacy (Degrave, 2015), and this 
purposes of processing it allows.3° 

) because these personal data processing 
law should be very specific regarding the 

In terms of tax fraud, Article 3 of the Law of 3 August 201240 Pl Gerra PES states that the Belgian Federal 
I Inances can collect and process personal data to execute its legal 

SSIONS, and that the data cannot be used for other pur poses. Within the I h I Ss F mances the 
various administrations and/or servi ervices of the FPS can exch 
various a tat change personal data, provided th 
nave es uthorisation from the President of the Executive Committee.42 The Bieden 7 wi 
i “ n Ka me Information Security Committee in this regard. Regarding settle 

e of big data to fight tax fraud, Arti i , Article 5.1 provides that th i 
ine B at the FPS Financ 

a 5 colected to execute its legal missions, in a ‘data warehouse’ enabling ‘dat 
matching’ operati i i i i | 

amt ë we a rs: profiling. This can only be done to carry out, in the context of it 
s, targeted controls on the basis of ‘risk indi ning 

sie risk indicators’ and of anal i 
from different administrations and/or services ofthe FPS Finances joen on data Coming 

more specifically, 

es may aggregate 

mining’ and ‘data 

According to Degrave and Lacha pelle, these purposes of dat i i anni ata processing might be defi 
re A pr refer to the execution ofthe FPS Finances ‘legal missive De me u 

e, . Ihis mi i pe 
aan 5 ) Ts might thus be problematic in terms of the purpose limitation prins pl 

a norme 5 he alleviated by the fact that the data miners have to allin ae ts 
emen M) fiche, which has to be valid BE 

ee validated by the President of the E i 
ne “ or the SPF Finances. “4 In this DAM fiche, they have to state the objectives and 

rs e as mining and explain how it fits the organisations mission. This is how Ve 
anses m ‘ ‘ emocratic perspective (as Parliament does not define the concrete DE sol 
a as a on ‘ = perspective (according to Article 8 of the European Convention, ı 

s™ and Article 22 of the Belgian Constituti is 
| tion, the | 

processing by public administration must be clearly defined by law). ements of personal dat 

Personal data r i on esulting rom processing operations in the data warehouse shall be kept for 
necessary for the purposes for which = they are processed, wi i 

: 
‚ with a m i period of one year after the prescription of all actions fallin nur 

en In practice, a relevance check is performed every 
u miners to see if the data are used in conformity with the D x ; … elevant and advancing. If it is not, the data access ceases and t 

g within the competence of the 
three months by the head of the 
AM fiche and if the project is still 
he data must be deleted. 

— 

3 Art. 6.3 of the GDPR. 
407: Loi du 3 août 2012 i iti portant dispositions relatives i ss : aux traitements de données à é éalisé p u Seel Finances dans le cadre de ses missions, M.B., 24 août 2012 LEE person RER pare Service . „3, al.l and 2 of the Law of 3 August 2012. | 
4 Art. 4, al.1 of the Law of 3 August 2012. 
a Art. 4, al.4 of the Law of 3 August 2012 

Art. 4, al.1 of | > al.1 of the Law of 3 August 2012. 
45 

Euro 
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Chapter 4 

In terms of social security fraud, the use of data-matching techniques, aimed at identifying 

incompatibilities in terms of social allocations, must be subject to a data transfer protocol, as 

provided in Article 20.1 ofthe Law of 30 July 2018, unless provided otherwise in specific laws 

(e.g. in Article 15 ofthe Law of 15 January 1990 which requires, in some cases, a prior deliberation 

of the Information Security Committee). The protocol, which must notably contain the purposes 

of processing, must be submitted to the Data Protection Officers of the social security institutions 

(hereafter ‘SSIs’) involved in the sharing.** However, they are not subject to a prior validation by 

the Data Protection Authority, which would bring more certainty in terms of the legitimacy of the 

purpose of processing (Degrave, 2020a). Once this purpose is achieved, the data must be deleted. 

SSIs also use data mining techniques. According to Article 5bis of the Law of 15 January 1990, 

they may aggregate and process data in a data warehouse, enabling them to carry out data-mining 

operations to prevent, establish, prosecute, and punish offences against social legislations that fall 

within their respective powers. This data warehouse is known as OASIS and has existed since 

2005. According to Degrave, the purposes of processing in OASIS that are authorised by the law 

are not clearly defined, which could be problematic in terms of the purpose limitation principle 

(Belgian Privacy Commission, 2018; Degrave, 2020b). However, this concern is somewhat 

alleviated, although not optimally either from a democratic and legal perspective (see above), 

in the hypotheses contained in Articles 5bis, al.7 and 15 of the Law of 15 January 1990, as the 

authorisation to process data from the data warehouse must be subject to a prior deliberation by 

the Information Security Committee (ISC), which will evaluate the purposes of processing.?? 

It must nevertheless be underlined here that the ISC should, in theory, be independent of the 

administrations (including the SSIs) to which it grants authorisations to process the data, which 

implies that its members should not also exercise mandates within these administrations.’ This 

is currently not the case, which creates independence issues as some members of the CSI are both 

players and referees, and this has led to the launch of an infringement procedure by the European 

Commission against Belgium (Anonymous, 2021a,b; European Commission, 2021; Laloux, 2021). 

This situation will need to be remedied as soon as possible. 

Moreover, if such a deliberation is not imposed, the data controllers taking part in the fraud 

detection processing will nevertheless have to conclude a protocol in this regard, notably specifying 

the desired processing purposes, as this is the standard for any exchange of personal data between 

administrations, in light of the accountability principle of the GDPR (Art. 5.2, GDPR).°! In any 

case, personal data resulting from processing operations in the data warehouse shall be kept for no 

47 Loi du 30 juillet 2018 relative a la protection des personnes physiques à l'égard des traitements de données à caractère 

personnel, M.B., 5 septembre 2018. 

48 Art. 20.2 of the Law of 30 July 2018. 
49 Art. 5bis, al. 1 of the Law of 15 January 1990. 

50 Art. 52 ofthe GDPR; Loi du 5 septembre 2018 instituant le comité de sécurité de l'information et modifiant diverses lois 

concernant la mise en œuvre du Règlement (UE) 2016/679 du Parlement européen et du Conseil du 27 avril 2016 relatii 

à la protection des personnes physiques à l'égard du traitement des données à caractère personnel et à la libre circulation 

de ces données, et abrogeant la directive 95/46/CE, M.B., 10 septembre 2018, arts. 3 and 5. 

51 Article 20.1 of the Law of 30 July 2018. 
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longer than is necessary for the purposes for which they are processed, with a maximal retention 
period not exceeding one year after the prescription of all actions fall wip 

ing within the com 
of the data controller.52 

8 petence 

4.2.4 Data minimisation principle and big data 

The data minimisation principle is another fundamental principle of the GDPR. It provides 
that only the adequate, relevant and necessary data for the fulfilment of the specific purpose of 
processing shall be processed.” This implies that, in combination with the purpose limitation 
principle, the categories and amount of data that can be processed should be limited to what is 
necessary to meet this purpose. Once again, this core principle of the GDPR is in stark contrast 
with some forms of big data analytics, which aim at collecting as much data as possible, in order to 
extract information and draw inferences that would have otherwise not been possible to extract/ 
draw with smaller volumes of data. Yet, there is a core tension between, on the one hand, collectin 
as much data as possible, without knowing which of it will actually be useful, and on the other 
hand collecting only the data that is necessary for a pre-defined specific purpose. 

Moreover, the data minimisation principle can also be linked to the principle of storage limitation 
(Art. 5.1.e) of the GDPR), as the data can only be stored for the period during which it is useful 
for the specific purpose of processing, and has to be erased as soon as it is no longer necessar 
(Zarsky, 2017). Once again, this clashes with some forms of big data analytics that aim at veins 
as much data as possible, for as lon as possible In order to di O ote ] Lew use or t g > ScoVe t P nia ses fi Tr he 

Similar to the purpose limitation principle, the data minimisation principle can be more flexible for 
processing for archiving purposes in the public interest, scientific or historical research purposes 
or statistical purposes, provided that they are subject to appropriate technical and organisational 
safeguards.*4 Here, pseudonymisation is explicitly mentioned as a potential safeguard to ensure 
the respect of the data minimisation principle. Mayer-Schönberger and Padova argue that, since 
most of big data analytics are statistical in nature, this exception could allow data controllers to 
retain personal data for longer than is necessary for the original purpose of processing (Mayer- 
Schönberger and Padova, 2016). However, according to Zarsky, this might not be a viable o on 
for some big data applications, as ‘removing identifiers to achieve pseudonymity can potential 
undermine the quality of the results derived, as the data would be purposefully altered and 
the aggregation of different datasets would be rendered difficult’ (Zarsky, 2017). Alternativel 
anonymisation°® does not seem to be a viable option either, as truly effective anonymisation 1 

  

52 Art. 5bis, al. 4 ofthe Law of 15 January 1990. 
° Art. 5.1.c) of the GDPR. 
» Art. 89.1 of the GDPR. 
55 . F0 Standard defines anonymisation as the ’process by which personally identifiable information (PII) is 

sibly altered in such a way that a PII principal can no longer be identified directly or indirectly, either by the PII 
controller alone or in collaboration with an ? y other party’ (ISO 29100:2011, poi i 3 i 
obp/ui/#iso:std:iso-iec:29100:ed-1:vl:en). , PR ee pra 
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difficult to achieve (Franceschi et al., 2018; Graef et al., 2018; Mayer-Schönberger and Padova, 

2016; Wendehorst, 2017). This is especially true in light of the constant development of big data 

analytics, which increases the risk of re-identification of the data subjects. This failure to effectively 

anonymise personal data has been demonstrated several times in the literature (Rocher et al, 

2019; Sweeney, 2017), leading to the conclusion that what is often presented as anonymisation 

techniques are, in fact, merely pseudonymisation techniques. 

Much like the purpose limitation principle, the data minimisation principle does not per se 

preclude the use of big data analytics by public administrations for decision-making linked to 

social security infringements and tax fraud. Rather, this principle frames the scope and scale of 

data that can be used. This therefore reinforces the need to clearly define in advance the specific 

purpose ofthe processing used to combat social security infringements and tax fraud, on the one 

hand, and the data that will be necessary to do so, on the other. The key is to be proportionate in 

the types of data collected and used. Even if public administrations could potentially have access 

to troves of data, a balance must be found not only with citizens’ privacy and data protection, but 

also with commercial and professional secrecy requirements. 

In terms of tax fraud, personal data exchange between the various administrations and/or services 

of the FPS Finances must be authorised by the President of the Executive Committee.” The 

President decides which types of personal data can be exchanged, on a systematic or ad hoc basis 

and for specific purposes, after having verified their adequacy, relevance and non-excessiveness.”” 

Regarding data-mining operations in the data warehouse, Article 5 of the Law of 3 August 2012 

provides that the FPS Finance can use ‘data collected to execute its legal missions. These are notably 

data collected from people’s and undertakings’ tax declarations, from the newspapers, from their 

own experience, from whistleblowers and from outputs of investigations. 

According to Degrave and Lachapelle, the fact that Article 5 provides that the FPS Finance can 

use, via the data warehouse, any ‘data collected in order to execute its legal missions’ might be 

problematic from a data minimisation perspective, as this is a broad definition that does not define 

exactly which types of data can be used (Degrave and Lachapelle, 2014). However, this concern 

is somewhat alleviated by the fact that, as outlined above, a DAM fiche must be completed and 

submitted to the President of the Executive Committee. This constrains the data that data miners 

can access for a specific project. This is a pragmatic solution, as it would be very difficult for the 

legislator to predefine all the types of data that could be processed in this regard. Moreover, the 

technical access to the data warehouse is built in such a way that the agents of FPS Finances 

can only access the electronic records, data or applications that are adequate, relevant and non- 

excessive in light of the execution of the tasks that fall within their legal missions,” and this can 

56 Art. 4, al.1 of the Law of 3 August 2012. 

57 Art. 4, al.2 of the Law of 3 August 2012. 

58 Art. 10.1 of the Law of 3 August 2012. 
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be checked through access logs, which allows third party auditing (e.g. by the Data Protection 
Authority) of the process. This al iali . | 
principle ” P s also materialises the data protection by design and by default 

Regarding data-matching operations to fight social security infringements, they must be subject 
to a data transfer protocol or to a prior deliberation of the Informekion Beruf Commi 
(Section 4.2.3). In this regard, the SSIs must identify the data that are necessary and ade uate Ein 
the data-matching purpose they pursue. Regarding the data-mining operations conducted in the 
OASIS database, Art 5bis of the Law of 15 January 1990 provides that ‘all the necessary data for 
the purposes of applying the labour law and social security legislation’ can be used Acsordin 
to Degrave, this definition may be too broad as it does not allow citizens to know exactl which 
types of data are (or can be) processed (Degrave, 2020b). However, this concern is lo t 
alleviated by the fact that access to data from the data warehouse must also be subject to a data 
transfer protocol or to a prior deliberation of the Information Security Committee u which the 
necessary and proportionate nature ofthe accessed data will be controlled (Section 4.2.3) 

Moreover, the data minimisation principle is enshrined in the fact that the data warehou 
potas solely pseudonymised data and that it can only be accessed by a limited number of 
data miners/investigators. Importantly, the people who pseudonymise the data to be uploaded 
in the data warehouse are not the same as those who use the data warehouse in order to s ot 
fraudulent patterns. In practice, the SSIs must draw up a list of the categories of persons oth 
access to the personal data in the data warehouse, with a description of their role in relation to 
the data processing in question, and this list shall be kept at the disposal of the Data Protectio 
Authority.° It is only once these data miners/investigators have identified a potential fraudule ' 
case that the data at hand is de-pseudonymised, following a risk analysis, and extracted from th 
data warehouse, in order to start an investigation assessing whether there is indeed fraud ‘ 

4.2.5 The data subjects’ right to information and big data 

The right to information 

Data has to be processed fairly and in a transparent manner.°! This implies that citizens cannot 
be a by surprise and that the public administration shall take appropriate measures to provid 
any information referred to in Articles 13 and 14 of the GDPR to the data subjects in a nae 
transparent, intelligible and easily accessible form, using clear and plain language (Article 29 
Working Party, 2018b).° If the public administration relies on big data to feed AI applications 
L . es M to fight social security infringements and tax fraud, this means that the data subjects, whose 
ata are collected, should notably receive information about: 

  

n Art. 25 ofthe GDPR. 
E Art. 5bis, al. 5 ofthe Law of 15 January 1990. 

E Art. 5.1.a) of the GDPR. 

Art. 12.1 of the GDPR. 
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The identity and contact details of the data controller and the contact details of its data 

protection officer; 
e The specific purposes of the processing for which the personal data are intended as well as 

the legal basis for the processing;™ 

«In cases where the data is acquired from a third party and thus not collected directly from 

the data subjects by the data controller, the categories of personal data that are processed and 

the source from which the personal data originate (notably whether it came from publicly 

accessible sources);°° 

e The recipients or categories of recipients of the personal datay® 

The period for which the personal data will be stored, or if that is not possible, the criteria 

used to determine that period;7 

The existence of the data subjects’ rights and of the right to withdraw consent at any time if 

the processing is based on consent;® and 

e The right to lodge a complaint with a supervisory authority.6? 

Moreover, in the specific case where the public administration intends to make use of this data 

for individual decision-making based ‘solely’ on automated processes, for instance to fight social 

security infringements and tax fraud, it will have to inform the data subject about the existence 

of such processes.”° 

Turning back to the examples of tax and social security fraud, citizens are generally informed 

about the existence of data-matching and data-mining operations through the laws mentioned 

in Section 4.2.3. Yet, according to some authors, these laws do not provide sufficiently clear 

information to the citizens, notably in terms of the concrete processing that will be conducted 

and in terms of the types of data that will be used (Degrave 2020b; Degrave and Lachapelle, 

2014). To some extent, this lack of transparency is reduced by the fact that these concrete data 

processing will be subject to a DAM fiche, to an authorisation from the President of the Executive 

Committee of the FPS Finance, to a prior deliberation of the Information Security Committee 

or to the conclusion of a data transfer protocol, which will provide more specific information 

(Section 4.2.3). However, citizens do not have access to the DAM fiches or to the authorisations of 

the President of the Executive Committee. Moreover, while the deliberations of the Information 

Security Committee are published on the website of the CBSS,”! it is hard to obtain information 

about a specific processing operation, as the search tool is quite basic. In a similar vein, while the 

. 

63 Arts. 13.1.a), 13.1.b), 14.1.a) and 14.1.b) of the GDPR. 
64 Arts. 13.1.c) and 14.1.c) of the GDPR. 

65 Arts. 14.1.d) and 14.2.f) of the GDPR. 

66 Arts. 13.1.e) and 14.1.e) of the GDPR. 

67 Arts. 13.2.a) and 14.2.a) of the GDPR. 

68 Arts. 13.2.b), 13.2.c), 14.2.c) and 14.2.d) of the GDPR. 

6 Arts. 13.2.d) and 14.2.e) of the GDPR. 

70 Arts. 13.1.f) and 14.2.g) of the GDPR. For more details on this obligation, see Chapter 5, Section 5.2.2. 

A https://www.ksz-bess.fgov.be/fr/deliberations-csi-list?term_node_tid_depth=51. 
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data transfer protocols have to be published on the websites of the relevant data controllers,72 
the result is that they are published on a wide variety of websites, whose quality can var reatl 
making it almost impossible for citizens to have a good overview of the types of moons that 
are done with their data (Degrave, 2020b). For transparency purposes, it would be referable t 
centralise the publication of all of these protocols and deliberations in a single source, such as the 
Data Protection Authority’s website, where it should be possible to search through them on the 
basis of several criteria, such as the types of purposes or of data concerned (Degrave, 2020a). A 
good example of this is the city of Amsterdam's ‘Algorithm register?73 | 

Restrictions to the right to information: the ‘SyRI’ case example 

However, it must be pointed out that, according to Article 23.1 of the GDPR, the right to 
information, like any other data subjects right, can be restricted by a Member State law when 
such a restriction respects the essence of the fundamental rights and freedoms and is a necessar 
and proportionate measure in a democratic society to safeguard an important objective of eneral 
public interest (De Raedt, 2017; European Data Protection Board, 2020b; Scarcella Sat The 
objectives are listed in Article 23.1, and, in the context of big data collection to feed Al a licatio is 
used to fight social security infringements and tax fraud, it could be resorted to an important 
Peonamic or financial interest of the (...) Member State, including monetary, budgetary and 
taxation matters, public health and social security.”4 ) , 

This provision is in line with Article 8.2 of the European Convention on Human Rights”? and 
mith Article 52.1 of the Charter of Fundamental Rights of the European Union.’6 Therefore the 
interpretation of these provisions by the Court of Justice of the European Union and the Euro ean 
Court of Human Rights, respectively, is perfectly transposable to the interpretation of Article 23 
of the GDPR. Accordingly, the restriction of data subjects right must be provided by law, must 
respect the essence of the restricted fundamental rights and freedoms, must be necessar and 
proportionate in a democratic society, and must safeguard an important objective of enenal 
public interest (Article 29 Working Party, 2016; Tombal, 2018). For instance, in the ne f 
the fight against tax fraud, the right to information, as well as the other data subject rights ea 
de delayed, limited or excluded, with regard to the processing of personal data for eid ties 
Finances is the data controller, to guarantee public interest objectives in the budgetary, monetary 

  

L Art. 20.3 of the Law of 30 July 2018. 
4 https:// algoritmeregister.amsterdam.nl/en/ai-register/ 

* Art. 23.1.e) of the GDPR. 
75 « : Mes hal be no interference by a public authority with the exercise of this right except such as is in accordance with 

nd is necessary in a democratic society in the interests of national i i 
% ational security, public safety or the economic well- 
eing af the country, for the prevention of disorder or crime, for the protection of health or morals, or for th He 

5 the rights and freedoms of others! | roses Cc 5 5 be ris Fundamental Rights of the European Union, OJ [2012] C 326/391. Art. 52.1: ‘Any limitation on the exercise 
ke a s u” ee by this Charter must be provided for by law and respect the essence of those rights 

oms. Subject to the principle of proportionality, limitations ma i 
dom ; y be made only if they are necessary and genuinel 

meet objectives of general interest recognised by the Union or the need to protect the rights and freedoms of others. , 
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and fiscal field.77 The goal is to prevent a citizen suspected of committing tax fraud from using 

this information in order to prejudice the investigation and to escape a sentence (Degrave and 

Lachapelle, 2014).” 

In this regard, it is highly relevant to present the recent decision (5 February 2020) of the Rechtbank 

Den Haag,”? on the compatibility, with Article 8 of the European Convention on Human Rights, 

of the Dutch government’s ‘Systeem Risico Indicatie (‘SyRT’ — system risk indication), which is a 

legal instrument used to detect various forms of fraud, including social benefits, allowances, and 

tax fraud. SyRI is a technical infrastructure in which data can be linked and analysed in a secure 

environment, in order to generate a risk report, which means that a legal or natural person is 

deemed worthy of investigating with regard to possible fraud, unlawful use and non-compliance 

with legislation.$0 The instrument is applied at the request of government bodies or other bodies 

with a public function, who decide to collaborate and exchange data. 

The technique underlying the application of SyRI was first used between 2003 and 2013 without 

a legal basis.8! On 1 January 2014, the SUWI Act®* was amended in order to enshrine in law 

the application of SyRI, and the conditions for the application of SyRI are detailed in the SUWI 

Decree.$38* More precisely, the legal basis for the processing of the necessary information in SyRI 

for the purpose of carrying out risk analyses is Section 65 of the SUWI Act, and Article 5a.1, $3 

of the SUWI Decree lists the categories of data that qualify for processing in SyRI, such as work 

data, tax data, social assistance benefit data, pension data, etc.? 

The legality of the SyRI instrument has been challenged, in the Court of The Hague, by a coalition 

of civil society interest groups and two natural persons.®” In substance, they claimed that the 

SyRI instrument breached Article 8 of the European Convention on Human Rights because it 

constituted an infringement of people’s privacy, and that the SyRI legislation did not provide 

77 Arts. 11.1, al.1; 11/1.1, al.1; 11/2.1, all; and 11/3.1, al.1 of the Law of 3 August 2012. 

78 Projet de loi portant dispositions relatives aux traitements de données à caractère personnel réalisés par le Service 

public fédéral Finances dans le cadre de ses missions, 6 juillet 2012, Doc. parl., Chambre, sess. ord., 2011-2012, no 

53-2343/001, p. 11. 

79 Rechtbank Den Haag, 5 februari 2020, Zaak n° C-09-550982-HA ZA 18-388, ECLI:NL:RBDHA:2020:865 

(ECLI:NL:RBDHA:2020:1878 for the English version). . 

80 Ibid., points 3.1 and 3.2. 

81 Jbid., points 3.5 to 3.10. 

82 Wet van 9 oktober 2013 tot wijziging van de Wet structuur uitvoeringsorganisatie werk en inkomen en enige andere 

wetten in verband met fraudeaanpak door gegevensuitwisselingen en het effectief gebruik van binnen de overheid bekende 

zijnde gegevens, Stb., 2013, p. 405. 

83 Besluit van 1 september 2014 tot wijziging van het Besluit SUWI in verband met regels voor fraudeaanpak door 

gegevensuitwisselingen en het effectief gebruik van binnen de overheid bekend zijnde gegevens met inzet van SyRI, Stb. 

2014, p. 320. 

84 Rechtbank Den Haag, 5 februari 2020, Zaak n° C-09-550982-HA ZA 18-388, points 4.1 to 4.30. 

85 Ibid., point 4.8. 
86 Ibid., point 4.17. 

87 Ibid., point 2.1. 
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sufficient safeguards.®8 The Court thus assessed whether the S 8.2 of the European Co i i 
fir baleen es ne Denon on ee Rights. This particular Provision requires striking a Tests of the community as a wh i 
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ole, wh islati the right to privacy of the individuals affected by the legislation, 89 Melsen serves and 

yRI legislation complies with Article 

In this regard, the Court outlined that the Sta 
technologies, and that it must strike the right b 
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Without entering into too much detail here 
were deemed relevant by the Court in each 
insufficiently respected in the SyRI legislat 
objective factual data can Justifiably lead to 

we Will simply outline that the following circumstances 
ing this conclusion: (1) the Principle of transparency is 
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the conclusion that there is an increased risk, but only 

isk report, will not be informed about this processin 
a was processed on correct grounds;?> (4) because it i 
has been generated and which steps it comprises, a data 
If against the fact that a risk report has been auk 

nts of data qualify for Processing in SyRI and because, in a 

and therefore cannot verify that her dat 
impossible to verify how the risk report 
subject will not be able to defend herse 
about her;% and (5) because large amou 
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En. 0 _ 

88 Ibid., point 6.1. 
9 Ibid i L 1d, executive summary. 

Ibid., point 6.6. See also ECtH 
30566/04, $112. 

Ek Rechtbank Den Haag, 
? Ibidem. 

9 7 > Ibid., point 6.87. 
94 7). 

Ibid., point 6.89. 
oa 4 Ibid., point 6.90. 
4 Ibidem. 
Be. 

Ibid., Point 6.106. 

R, S. and M j j arper v. the United Kingdom, 4 December 2008, req. n°° 30562/04 and 
5 februari 2020, Zaak n° C-09-550982-HA ZA 18-388 point 6.7. 
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4.2.6 The data subjects’ right not to be subject to automated individual decision- 

making and big data 

According to Article 22.1 of the GDPR, the data subject shall have the right not to be subject 

to a decision based solely on automated processing, including profiling, which produces legal 

effects concerning her or similarly significantly affects her (Article 29 Working Party, 2018a). 

We will further address this right in our chapter dedicated to AL?® but we wish to point out here 

that, according to Rouvroy, achieving Article 22’s aims in a big data world is ‘both unrealistic 

and deeply paradoxical (...) especially when [big data analytics] involve self-learning algorithms 

(Rouvroy, 2016). Indeed, as pointed out by Zarsky, there are several tensions between Article 22 

of the GDPR and big data analytics: 

First, prohibiting automated analysis obviously undermines many of the big data practices 

(...). Second, even if one of the many exceptions to the prohibition on automation (...) is 

met, the specific disclosures (...) which call for enabling a human response to the machines’ 

decisions are still required. To meet these disclosure obligations, big data processes must be 

conducted in a manner that would assure they are interpretable - i.e. they can be explained 

to the inquiring individual. Constantly meeting an ‘interpretability’ requirement might 

call upon those designing the automated processes to compromise some of the systems 

precision to enable the delivery of this form of detailed disclosure. Third, allowing human 

interjection would further encumber the automated process and slow down the innovative 

technologies they bring about (Zarsky, 2017). 

4.3 Data storage — personal data protection and blockchain 

Blockchain technology is a distributed ledger technology (DLT) ‘that makes it possible to avoid 

the use of a trusted third party for transactions, and which is notably at the basis of Bitcoin’ 

(Villani et al., 2018). As pointed out by Finck, ‘a distributed ledger can be described as a shared 

and synchronised digital database that is maintained by a consensus algorithm and stored on 

multiple nodes (computers)’ (Finck, 2017). From a technical point of view, blockchains ‘only 

designate the variants of DLT that record data in packages (‘blocks’) that are hashed (‘chained’) to 

another’ (Finck, 2017). As Finck outlines, ‘data is usually grouped into blocks that, upon reaching 

a certain size, are chained to the existing ledger through a hashing process. Through this process, 

data is chronologically ordered in a manner that makes it difficult to tamper with information 

without altering subsequent blocks’ (Finck, 2017). Concretely, digital ledger technologies, such as 

blockchains ‘rely on a two-step verification process with asymmetric encryption. Every user has 

a public key (...) that is shared with others to enable transactions. In addition, each user holds a 

private key (...) that must never be shared with others. Both keys have amathematical relationship 

by virtue of which the private key can decrypt data that is encrypted through the public key. 

Public keys thus hide the identity ofthe individual unless they are linked to additional identifiers. 

98 See Chapter 5, Section 5.2.5. 
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The nodes are the computers on which the ledger is stored. (…) In public and permission-less 
blockchains, anyone can entertain a node by downloading and running the relevant software 
Some (but not all) nodes also function as ‘miners, which aggregate transactions into candidate 
blocks and hash a new block to the chain on the basis of a predetermined consensus protocol 
(such as proof-of-work or proof-of-stake)’ (Finck, 2017). 

Similarly to big data and AI, blockchain, as a new technology, creates challenges in terms of 
compatibility with the GDPR. This is notable because the GDPR was built for a world where 
data is collected, stored and processed centrally, whereas blockchain technology decentralises 
each of these processes (Finck, 2017; Lyons et al., 2018). Accordingly, some types of blockchains 
(notably those that are public and permissionless) may be in tension with the GDPR as the 
decentralised method of data storage and protection of blockchains cannot be easily reconciled 
with data protection mechanisms developed for centralised data silos (Finck, 2017). However 
‘GDPR compliance is not about the technology, it is about how the technology is used’ (Lyons 
et al., 2018). Therefore, a creative legal interpretation of the GDPR and the implementation of 
technical solutions could reconcile some of these tensions (Finck, 2017; Lyons et al., 2018). 

Before diving into these potential tensions between blockchain technology and personal data 
protection, a difference must be made between two types of blockchains, namely public and 
permissionless blockchains on the one hand, and private and permissioned blockchains on the 
other. Public and permissionless blockchains are open-source and open-access, which means that 
anyone can download or design software to run nodes (Finck, 2017). Private and permissioned 
blockchains run on a private network (an intranet or a VPN) and a person must have been granted 
permission by an administrator in order to maintain a node (Finck, 2017). To take an example, the 
European Blockchain Services Infrastructure (EBSI) will be a public but permissioned network 
as only pre-validated participating nodes will have writing, storing, processing and transmittin 
of (personal and non-personal) data on the ledger (European Commission, 2020). For those 
types of blockchains, it will be easier to comply with the GDPR (Lyons et al., 2018). Public and 
permissionless blockchains, on the other hand, are the ones that create the most issues from a 
personal data protection perspective, because of their extremely distributed nature (Lyons et al 
2018). Therefore, those are the ones we will focus on in the remainder of this section. | 

4.3.1 Two preliminary questions 

Two preliminary questions must first be outlined, namely whether data stored on the blockchain Mi LE . En pees data and, if this is the case, who should be responsible for the application of the 

Two sets of data could potentially be considered as personal data, namely the data stored in the 
blocks themselves (we will refer to these as the ‘block data’), and the public keys that are used 
to link a specific operation to an individual (Finck, 2017). Regarding the block data, personal 
data can either be stored in plain text, in an encrypted form or hashed (Finck, 2017) For the 
plain text data, it is obvious that this remains personal data. For the encrypted and hashed data, 
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the question is whether this constitutes pseudonymised data,” to which the GDPR applies, or 

anonymised data, 10 to which the GDPR does not apply. The différence between the two concepts 

is that it is impossible to link back to the data subject when their data has been qnanymised, 

while this is possible with pseudonymised data. Yet, when data is encrypted, the Aal subject 

can still be reidentified through the use of the right encryption keys, so it must be considered as 

pseudonymised data subject to the GDPR (Finck, 2017; Lyons et al., 2018). The same goes for 

hashed data (Article 29 Working Party, 2014; Lyons ef al., 2018), though some authors argue 

that this is debatable, and that it will, in fact, depend on the circumstances of mie case and ott the 

hashing technique that has been used (Lyons et al., 2018). In any case, truly effective anonymisation 

is difficult to achieve at present (Franceschi et al., 2018; Graef et al., 2018; Wendehorst, 2017). 

That being said, advanced cryptographic (such as zero-knowledge proofs) and data aggregation 

techniques could potentially lead to robust anonymisation in the future (Lyons et al., 2018). For 

blockchain technology, this could notably be the case if ‘personal data could be stored afha 

and merely linked to the blockchain through a hash pointer. In such a scenario, personal data is 

recorded in a referenced encrypted and modifiable database and not on the blockchain. Under 

this formula, no personal data is stored on-chain’ (Finck, 2017). Storing personal data off-chain 

could indeed be an interesting avenue to explore, especially in light of the tensions that will be 

presented below, as a number of them could be solved through storing the personal data offehaine 

However, this is an attempt to design GDPR compliant blockchains that Imaits the role ofthe chain, 

as it merely holds proof that the data, which is held on a private storage, is valid (Finck, 2017). 

Regarding the public keys, as they are used for the pseudonymous identification of an Indisidunis 

operations on the blockchain, they shall also be considered as personal data, as this individual 

can be reidentified by matching additional information to the key (Finck, 2017). Canirary u 

the block data, the public keys could not be stored off-chain, as they are necessary to the chain's 

functioning (Finck, 2017). 

Since the block data and the public keys can be considered as personal data, tits naises the 

question of who should be the data controller, i.e. who is accountable for the appheaiion of HR 

GDPR. In the GDPR, the data controller is defined as ‘the natural or legal person, public authority, 

agency or other body which, alone or jointly with others, deteriminien the purposes and men 

of the processing of personal data!!! For private and permissioned blockchains, it mig | oo 

be too complicated to identify a central entity that can qualify as the controller, for example the 

99 Pseudonymisation means ‘the processing of personal data in such a manner that the personal data can no longer A 

attributed to a specific data subject without the use of additional information, provided that such additional information a 

kept separately and is subject to technical and organisational measures to ensure that the personal data are not attribute 

i i i i . he GDPR). to an identified or identifiable natural person’ (Art. 4.5 of t | | | | | | 
100 The ISO 29100 standard defines anonymisation as the ‘process by which personally identifiable information en je 

irreversibly altered in such a way that a PII principal can no longer be identified directly or indirectly, either yt 5 1 

controller alone or in collaboration with any other party’ (ISO 29100:2011, point 2.2, available at: https://www.iso.org 

obp/ui/#iso:std:iso-iec:29100:ed-1:vl:en). 

101 Art. 4.7 ofthe GDPR. 
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administrator that grants permissions to maintain a node (Finck, 2017; Lyons ef al., 2018). Public 
and permissionless blockchains, on the other hand, are a decentralised peer-to-peer network of 
nodes, and consequently, this leads to uncertainties as to who should be considered as the data 
controller(s) (Lyons et al., 2018). According to Finck, either none of the nodes can be defined 
as the data controller, as none of them determines the purposes and means of the processing, 
or, more likely, every node qualifies as a data controller, which means that each of them would 
be accountable for the application of the GDPR and would have to be able to answer to a data 
subject's request regarding one of its rights (Finck, 2017). The same conclusion is reached by the 
European Commission in its EBSI assessment, where it indicates that all the nodes should be 
qualified as ‘joint data controllers for the transactional data that they to verify, store, and put on/ 
off chain’ (European Commission, 2020). Moreover, these decentralised models might make it 
difficult to draw clear boundaries between data controllers and mere data processors (European 
Commission, 2020). This clearly shows that the GDPR was built for a world where data is collected, 
stored and processed centrally, which clashes with the functioning of decentralised blockchains. 
This is especially problematic because ‘nodes: (1) only see the encrypted or hashed version of the 
data; and (2) are unable to make any changes thereto. Nodes are thus decentralised entities that 
cannot respond to the tasks the GDPR requires of centralised agents’ (Finck, 2017). 

Another issue derives from the GDPR’s territorial scope, as decentralised blockchains rely on 
nodes that are spread out across the world (Finck, 2017). Yet, the GDPR’s scope of application is 
relatively wide, as it applies to the processing of personal data in the context of the activities of an 
establishment of a controller or a processor in the Union, regardless of whether the processing 
takes place in the Union or not;!®2 and to the processing of personal data of data subjects who 
are in the Union by a controller or processor not established in the Union, where the processing 
activities are related to the offering of goods or services to these data subjects, or to the monitoring 
of their behaviour.! In light of this wide territorial scope of application, the GDPR obligations 
may be binding for a lot of blockchain-based applications throughout the world, even if they only 
have an indirect link with the EU (Finck, 2017). 

4.3.2 Tensions between blockchain technology and personal data protection 

We will now turn to the potential tensions between blockchain technology and personal data 
protection. In this regard, we should clarify from the outset that our analysis starts from the 
assumption that the data controller uses the blockchain for a specified, explicit and legitimate 
purpose,'”* relies on a lawful basis of processing to do so (Lyons et al., 2018),!° and that the 
data subject has been informed about this.! Accordingly, we start from the assumption that the 
blockchain is simply a technical means to achieving that purpose. 

en 0000000000 

1% Art. 3.1 of the GDPR. 
© Art. 3.2 ofthe GDPR. 
104 Art. 5.1.b) of the GDPR. See Section 4.2.3. Purpose limitation principle and big data. 
"5 Art. 6.1 of the GDPR. See Section 4.2.1. Lawfulness and fairness of processing and big data. 
106 Arts. 12 to 14 of the GDPR. See Section 4.2.5. The data subjects’ right to information and big data. 
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Data minimisation and storage limitation principle 

According to the data minimisation principle, only the adequate, relevant and REESE dats for 

the fulfilment of the specific purpose of processing shall be processed.!°” Yet, integral copies of 

the chain are stored on each node, which multiplies, rather than minimises, the personal data 

that is used (Finck, 2017). Additionality, in light of the storage limitation puneple, data shall be 

kept in a form which permits identification of data subjects for no longer he is necessary for 

the purposes for which the personal data are processed.l8 This principle is inbemenälg at odds 

with blockchain technology, as personal data that has been added to the chain will perpetually 

remain part of it, as the chain is an append-only database that continuously grows and expands 

(Finck, 2017; Lyons et al., 2018). Because data will never be deleted from the blockchain, the 

chain might contain data that are no longer adequate, relevant and hecessany for the purpose 

of processing for which they were originally processed, and might contain data that is stored 

for longer than necessary, thus contradicting these two key principles of the EDER, It shoulc 

however be outlined that, in its EBSI assessment, the European Commission indicated that 

‘it can be argued that the existence of public keys on blockehains, combined with necessary 

privacy enhancing mechanisms (PEMs), will fulfil the data minimisation Tegpisenenis ofthe 

GDPR’ (European Commission, 2020). The efficiency of these PEMs however remains to be 

demonstrated (Lyons et al., 2018). 

One way to circumvent this tension would be to store the block data ee as, in this case, 

the chain simply contains a link, via a hash pointer, towards an off chain. database, where the 

personal data can more easily be minimised or deleted, in full compliance with the EDER ‚Eines 

2017). Indeed, if the data is deleted off-chain, the link will remain on the chain, but it will point 

to nothing. However, whether this will actually work in practice remains to be seen. 

Data accuracy principle and right to rectification 

According to the data accuracy principle, the data controller must ensure that the personal eae 

that it processes is accurate and that it is kept up to date.!° This principle 5 complemented by 

the right to rectification, which grants the data subject the right to chins, without mue delay, 

the rectification of inaccurate personal data concerning them, and the right to have incomplete 

personal data completed.!! Once again, these principles are at odds with blockchain technalegy: 

in light of the latter’s immutability (Finck, 2017; Lyons et al., 2018). Regarding the get i pave 

incomplete data completed, the GDPR does outline that this could be done by providing a 

supplementary statement’ (Finck, 2017). Adding a new block with supplementary informatie 

might thus potentially satisfy this requirement, though the former block containing the incomplete 

107 Art. 5.1.c) of the GDPR. See Section 4.2.4. Data minimisation principle and big data. 

108 Art. 5.1.e) of the GDPR. 

109 Art. 5.1.d) of the GDPR. 

110 Art. 16 of the GDPR. 
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information will remain. If the request is to rectify data rather than to complete it, then adding 
a new block might not be sufficient (Finck, 2017). Alternatively, the block data could be stored 
off-chain, in order to facilitate its rectification and update. 

Right of access 

The data subjects’ right of access provides that the data subject has the right to obtain, from the 
controller, the confirmation as to whether or not it processes personal data concerning him 
or her.!!! If it is the case, the controller will have to provide access to the data, as well as to the 
information listed in points (a) to (h) of Article 15.1 of the GDPR.!!? Moreover, the right of access 
provides that the data subject has a right to obtain a copy of the personal data that is processed by 
the controller. ! In the context ofblockchain technology, this right might be extremely difficult to 
implement for the various nodes of the chain, as they will not know exactly which data is stored 
on the chain because they will likely only have access to encrypted or hashed data, and will thus 
not be able to tell a specific data subject whether their data is being processed in the chain or to 
provide them with a copy of her data (Finck, 2017: Lyons ef al., 2018). Nevertheless, if the block 
data is stored off-chain, the controller can more easily identify if data concerning the data subject 
is processed, and provide them with a copy of the said data. 

Right to erasure 

Article 17 of the GDPR stipulates that the data subject shall have the right to obtain from 
the controller the erasure of personal data concerning them, without undue delay, if: (a) the 
personal data are no longer necessary in relation to the purposes for which they were collected 
or otherwise processed; (b) the data subject withdraws consent on which the processing is 
based (...) and where there is no other legal ground for the processing; (c) the data subject 
objects to the processing (...); (d) the personal data have been unlawfully processed; (e) the 
personal data have to be erased for compliance with a legal obligation in Union or Member 
State law to which the controller is subject; (f) the personal data have been collected in relation 
to the offer of information society services [to a child]’!!4 Once again, this right is at odds with 
blockchain technology, in light of the latter’s immutability (Finck, 2017; Lyons et al., 2018). By 
definition, it is almost impossible to delete the data from the chain. Nevertheless, as pointed 
out by Finck, ‘the precise meaning of ‘erasure’ is not defined in the GDPR, opening the door 
to other interpretations than absolute deletion’ (Finck, 2017). For instance, the French CNIL 
(CNIL, 2018), indicates that the combination of encryption techniques and key destruction 
could potentially be considered as an erasure (Lyons et al., 2018). Moreover, the German 
legislator accepts that, if the specific technical mean of storage makes it impossible to delete 

  

UI Art. 15 of the GDPR. 
112 For example: the purposes of the processing, the categories of personal data concerned, the recipients to whom the 
data will be or has been disclosed, the storage period, etc. 
"3 Art. 15.3 of the GDPR. 
"4 Art. 17.1 of the GDPR. 
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the data, erasure can be achieved through other means, such as limiting the processing that are 

tolerated, 115 e.g. the data can only remain stored but cannot be used, and this example might 

open the door to an interpretation of ‘erasure’ that accounts for the blockchain’s immutability 

(Finck, 2017). However, we do not find this alternative compelling, as the GDPR provides for a 

distinct right to the restriction of the processing, which precisely aims at limiting the processing 

that can be performed on the data to its sole storage.!!® Accordingly, ifthe GDPR was meant to 

make erasure possible through restriction rather than through deletion, even if only in specific 

cases, two distinct rights would probably not have been created. That being said, data erasure 

could be facilitated by storing the block data off-chain. 

Data protection by design and by default 

According to the data protection by design principle, the controller will have to implement 

appropriate technical and organisational measures, both at the time of the determination of the 

means for processing and at the time of the processing itself, which are designed to implement 

data protection principles in an effective manner and to integrate the necessary safeguards into 

the processing.!!” For instance, pseudonymisation could be used in order to ensure the respect 

of the data minimisation principle.!!8 Here, the encryption and hashing of the block data before 

including it in the chain might actually be considered as a form of privacy by design, and the 

objectives of the GDPR and of blockchain technology are thus aligned in this regard (Finck, 2017; 

Lyons et al., 2018). This will especially be the case if the data is stored off-chain. 

According to the data protection by default principle, the controller shall implement appropriate 

technical and organisational measures in order to ensure that, by default, only personal data which 

are necessary for each specific purpose of the processing are processed.!!? This echoes the data 

minimisation principle that has been presented above. By default, the amount of personal data 

collected, the extent of its processing, the period of its storage and accessibility should be reduced 

to the minimum necessary for the purpose of processing. !?° In terms of accessibility, this means 

that, by default, the personal data should only be made accessible to a limited number of people.l?1 

Yet, as mentioned above, in decentralised blockchains, integral copies of the chain are stored on 

each node, which multiplies, rather than minimises, the number of people that have access to 

the data (Finck, 2017). Additionality, because data will never be deleted from the blockchain, the 

chain might contain data that are no longer adequate, relevant and necessary for the purpose of 

processing for which they were originally processed (Finck, 2017). 

115 Article 35 of the Gesetz zur Anpassung des Datenschutzrechts an die Verordnung (EU) 2016/679 und zur Umsetzung 

der Richtlinie (EU) 2016/680. 

116 Art. 18 of the GDPR. 
17 Art. 25.1 of the GDPR. 
18 Art. 25.1 of the GDPR. 
119 Art. 25.2 of the GDPR. 
120 Art. 25.2 of the GDPR. 
121 Art. 25.2 of the GDPR. 
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“ outlined above, a way to address this issue would be to store the block data off-chain, where 
the nn data can mare easily be minimised and where the access can be limited to specific 
people. Another solution would be to apply PETS, such as zero knowledge proofs (European 
Commission, 2020). Ihe effic y P lency in practice of these I E I's 1S however uncertain at the moment 

(Lyo 1s ef al., 2018). 

Transborder data flows 

Finally, since the nodes of a chain are located all around the world, and each of them contains a full 
copy of the chain, the rules pertaining to the transfer of personal data to ‘third countries, na fe 
gone outside of the EU and the European Economic Space (EES), must be kept in ” 1 
(Finck, 2017; Lyons et al., 2018). As a matter of principle, data can only be transferred to à third 
country if the European Commission has decided that it ensures an adequate level of protecti 12 
As this list is quite limited, some of the nodes will very likely be located in third coupes that, 
not deemed to grant adequate protection. In such cases, Article 46.1 of the GDPR provid th ta 
controller may transfer personal data to a third country ifit has provided appropriate safe vcard 5 
and on condition that enforceable data subject rights and effective legal remedies for data sul à 
are available. This could notably be done through binding corporate rules or a code of condu : 1 
In theory, the nodes could be requested to adhere to one ofthese mechanisms in order to j 7 th 
blockchain, but in light of the other tensions that we have highlighted, such mechanisms ma Mn 
fact, not be deemed to grant appropriate safeguards (Finck, 2017). A final solution would be 6 
re y h S je Ss explicit c nse fe ut thi consent y be ve y arc 

ely on the data ub ct O it for SUC atra 1S > b S CO sent ma 

to get in pr actice (Finck, 2017 ). 

4.3.3 Use ofblockchain, by the public administration, to fight social security and tax fraud 

In light of the above, it stems that the use, by public administration, of blockchain technol 
to fight social security infringements and tax fraud raises numerous challenges and otenti 1 
tensions. The starting point for the public administration should be to determine whether th , 
actually need blockchain technology, or whether other technical solutions could be used, au 
should not be assumed that usı b y ng lockchai 1 will auto atical C e cneape m ] be more secur and h P r 

Ifa publi administration wishes to rely on blockchain technology, it is recommended that they 
zen penai and permissioned blockchain with a clearly identified controller, who will grant 
authorisations to run nodes of the blockchain, in order to limit the number of people that can 

  

122 Art. 45.1 of the GDPR. For a list of these c i | . ountries, see https://ec.e „eu/i -topi i 
International-dimension-data-protection/adequacy-decisions 

= ropa an neo am Iutopleldats-proteeion! 
Le Respectively arts. 46.2.b) and e) of the GDPR. . 
* Art. 49.1.a) of the GDPR. 
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get access to the block data (Lyons et al., 2018). In this regard, authorisations should be solely 

granted to bodies, whether public or private, such as SMALS,!?> that have been authorised by a law 

to process such data in order to fight social security infringements and tax fraud (Section 4.2.1). 

Moreover, the blockchain should, ideally, be designed in such a way that the block data, which 

qualifies as personal data,!?° should be encrypted, aggregated and stored off-chain (Lyons et 

al., 2018). In this regard, ‘it could be argued that blockchain networks should be used to store 

immutable proofs that certain data exists, rather than to store the data itself” (Lyons et al., 2018). 

As we have seen above, this would facilitate the compliance with the data minimisation, storage 

limitation, data accuracy, and data protection by design and by default principles, and would 

facilitate the exercise of the data subjects’ rights of rectification, access and erasure, all of which 

may not be possible to do if the block data was directly stored on the chain. However, it is uncertain 

whether this will actually be workable in practice. 

Finally, it should be outlined that, depending on the circumstances of the case, bloclechain 

technology might enhance transparency about the processing done by the data controllers, which 

are stored on the chain. Indeed, blocks in the chain contain not only ‘block data’ pertaining to the 

different processing that occurred (e.g. which data has been processed), but also headers that outline 

the identity of the data source and data recipient, as well as a timestamp (Finck, 2017). Accordingly 

depending on how the blockchain is built (e.g. whether the data subject can have access to the block 

data and whether the data controller can link the block data to a specific data subject), the data 

subject could check the chain in order to obtain information about whether data concerning them 

has been processed, but also about the entities between which their data has been transferred, and 

at what moment this occurred. Thus, if information about the processing of citizens’ data in order 

to fight social security infringement and tax fraud were to be stored on a blockchain, the citizen 

could check, depending on how the blockchain is built, which of their data has been processed 

in this regard, among which public administration the data has circulated and at what momenE 

Naturally, in light of the sensitive nature of the data at hand, and in light of the data pratzanga 

by default principle, natural or legal persons other than the data subject and the relevant public 

administration should not be able to access the chain (private and permissioned blockchain). 

An interesting example to mention in this regard is Estonia's use of blockchain technology to 

secure its residents’ health records (Einaste, 2018).!?” Indeed, Estonia has set up a blockchain that 

stores all the log files that record the data-processing activities performed on its residents’ as 

records (which are themselves not stored on the blockchain) (Einaste, 2018). Each access or each 

change to a patient’s electronic records is recorded and timestamped, and this can be checked by 

the patients (Einaste, 2018). 

125 SMALS is a Belgian non-profit organisation whose objective is to support the Belgian Federal public administration 

regarding information management and related issues for integrated IT service provision (https://www.smals.be/fr). It is 

one of the Belgian nodes of the European Blockchain Services Infrastructure (EBSI) (see https://ebsi4be.eu/). 

126 See Section 4.3.1. . 

127 See https://e-estonia.com/blockchain-healthcare-estonian-experience/. 
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4.4 Conclusions 

As outlined throughout this chapter, public administrations are increasingly relying on new 
technologies, such as big data and blockchain, which increase their capability to process greater 
amounts of data, in order to provide public services and to support their decision-making. While 
this can lead to significant benefits, notably in terms of efficiency, for these administrations, it must 
not be overlooked that the use of such technologies could also have significant impacts on the lives 
of their citizens. Therefore, administrations need to comply with the legal framework that aims 
at limiting the uses they can make of such technologies, in order to circumscribe these impacts. 
In this regard, the aim of this chapter was precisely to outline how this could be done in practice. 

In terms of key takeaways pertaining to the use of big data by public administrations, it should 
be remembered that the lawful basis underlying big data processing should ideally be a law.!28 
Importantly, this law needs to meet certain standards in order to be sufficiently clear and 
predictable. Indeed, as a rule of thumb, any personal data processing must be fair, which implies 
that the laws on which this processing is based must be sufficiently explicit and understandable 
for citizens. Furthermore, the purpose of processing must be defined prior to the collection of 
the data, and data that has been collected for a specific purpose cannot be further processed 
for a purpose that does not fit within this initial purpose.!?? This requirement can be at odds 
with big data analytics if a large number of data are collected ‘for the sake of it, without a clearly 
defined purpose. Accordingly, if public administrations wish to rely on big data analytics, they 
will need to clearly define the purposes of processing in advance. Linked to this is the data 
minimisation requirement, according to which only the adequate, relevant and necessary data 
for the fulfilment of the specific purpose of processing shall be processed.!3° This can also be at 
odds with big data analytics that rely on the processing of data coming from the largest possible 
number of sources, independently of their relevance. Therefore, public administrations willing to 
rely on big data analytics will also need to clarify, in advance, which data they will use and why 
these data are necessary to achieve the desired purpose. Finally, public administration relying 
on big data analytics to process their citizen’s personal data must respect the latter’s data subject 
rights, such as the right to information and the right not to be subject to automated individual 
decision-making. !3! 

Regarding the use of blockchain, several key takeaways can also be formulated for public 
administration.'*? First, it is advised to use a private and permissioned blockchain with a clearly 
identified controller, who will grant authorisations to run nodes of the blockchain, in order to 
limit the number of people that can get access to the block data. Moreover, such authorisations 
should only be granted to bodies that have been authorised by a law to process such data. Second, 

  

128 See Section 4.2.1. 

29 See Section 4.2.3. 

130 See Section 4.2.4. 

BI See Sections 4.2.5 and 4.2.6. 

132 See Section 4.3.3. 
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the blockchain should, ideally, be designed in such a way that the personal data from the blocks 

are encrypted, aggregated and stored off-chain. Third, the blockchain should be designed in a way 

that enhances transparency about the processing done by the data controllers on the data stored 

on the chain. In this regard, the data subject should be able to check the chain in order to obtain 

information about whether data concerning them has been processed, but also about the entities 

between which their data has been transferred, and at what moment this occurred. 

Finally, it must be outlined that while the analysis pertaining to big data has focussed on data 

collection and combination, and the analysis pertaining to blockchain has focussed on data 

storage, this does not mean that these technologies do not have an impact on the other stages 

of the data processing lifecycle. Indeed, these technologies are intertwined and influence each 

other. For instance, a blockchain based system can enable the sharing of personal data between 

public administration in order to complement other sources of data, which would allow these 

administrations to conduct big data analytics on a greater scale and scope of data. Furthermore, 

big data and blockchain technologies can contribute to the development of artificial intelligence 

techniques, by increasing the amount of available data on which the AI algorithms can be trained. 

Naturally, the use of artificial intelligence technologies by public administration must also comply 

with the rules of personal data protection, as will be analysed in Chapter 5. 
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Abstract 

European public administration increasingly relies on personal data to deliver their public services, 
which implies that they must comply with the rules contained in the General Data Protection 

Regulation. These rules are especially important in the advent of new artificial intelligence (AI) 
technologies, which increase the public administration’ capability to make informed decisions in 

order to provide public services and to support their decision-making. This chapter presents the 
legal framework within which these AI technologies can be used, namely data protection rules 
and core principles of administrative law. Several key takeaways are given. First, data subjects’ 
rights must be respected (right to information, access, erasure, not to be subject to decisions based 
solely on automated processing). Those rights impact the design ofthe technologies used by public 
administrations and have concrete implications. Moreover, the legal framework aims to give more 
control to the citizens and keep them at the centre. In this regard, it is highly reassuring to see 
that the European Commission has proposed the adoption of an Al Act. The chapter analyses 
this proposal, keeping in mind the use of new technologies by public administrations in the fight 
against fraud. 

Keywords: artificial intelligence, GDPR, right not to be subject to automated individual decision- 
making, administrative law, AI Act Proposal 
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