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ABSTRACT
The effect of the shape (habit) of crystalline organic nanoparticles on their absorption spectra is studied by simulations using the dis-
crete dipole approximation, focusing, in particular, on the vibronic structure of the absorption bands in the spectra. Simulations predict
a significant effect that, for sufficiently small particles, can be simply rationalized by the depolarization factor. The crystal size and the
refractive index of the medium in which the nanoparticles are embedded are also found to have an effect on the absorption spectra.
All factors mentioned are found to influence also the spectra of scattered light. These effects, already broadly documented for metal-
lic nanoparticles, are here demonstrated theoretically for the first time for crystalline organic nanoparticles, providing novel insight into
the optical response of such particles. The effects are expected to be displayed by all organic nanoparticles, as long as they have a well-
defined crystal structure and are large enough for the optical properties to be understandable using a macroscopic dielectric tensor. The
effects demonstrated here should be taken into account when rationalizing differences in absorption spectra of a substance in solution and
in nanoparticle form, e.g., in deducing the type of intermolecular packing. The effects are much less pronounced for optically isotropic
nanoparticles.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0064930

I. INTRODUCTION

Colored organic pigments of many structural families (mainly
azo pigments, quinacridones, perylenes, diketopyrrolopyrroles, and
phthalocyanines) are used on a large scale in subtractive color sys-
tems in applications such as paints, plastics, textile, lacquers, and
inks in important industrial areas, e.g., automotive applications, off-
set printing, and inkjet printing. Synthesis, properties, and applica-
tions of organic pigments belonging to these and other families have
been extensively reviewed.1,2

Subtractive color systems3 are based on the use of a mini-
mal number of colorants absorbing in different wavelength ranges
of the visible part of the electromagnetic spectrum. Typically, and
ideally, three different pigments with appropriate absorption spec-
tra can lead to a satisfactory color gamut, i.e., a yellow pigment,

a magenta pigment, and a cyan pigment. Ideal absorption spectra
for such three-colorant systems have been defined.3,4 Unfortunately,
absorption spectra of commercially available pigments are far from
ideal.

As an example, a typical cyan pigment that is used in inkjet
printing inks (Pigment Blue 15:3, the commercial form of β copper
phthalocyanine) has far too much absorption below 600 nm (Fig. S1
in the supplementary material) and is therefore not an ideal pigment
for this application, limiting the color gamut that can be obtained if
it is used as the cyan component in a CMYK (cyan, magenta, yel-
low, and black) ink set. In order to compensate for the far from
ideal absorption spectra of commercial CMY pigments, the appli-
cations specialist can add other colorants to the formulation, e.g.,
an orange or green pigment.4 Alternatively, applications chemists
can try to optimize the optical properties of a given component by

J. Chem. Phys. 155, 164703 (2021); doi: 10.1063/5.0064930 155, 164703-1

Published under an exclusive license by AIP Publishing

https://scitation.org/journal/jcp
https://doi.org/10.1063/5.0064930
https://www.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0064930
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0064930&domain=pdf&date_stamp=2021-October-27
https://doi.org/10.1063/5.0064930
http://orcid.org/0000-0003-3678-8875
mailto:freddy.zutterman@unamur.be
mailto:benoit.champagne@unamur.be
https://doi.org/10.1063/5.0064930
https://www.scitation.org/doi/suppl/10.1063/5.0064930


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

modifying some aspect of the structure of the pigment, i.e., by
“crystal engineering.”5,6

Several options are available. An obvious option consists in
switching to an organic pigment with another molecular structure.
Many organic colorants are known, and their absorption spectra
have often been published in the chemical or applications litera-
ture. In some of the widely used pigment families (e.g., in particular,
yellow pigments of the azoacetoacetanilide class), a broad plethora
of structural variants are commercially available. The chemist may
even try to custom-synthesize pigments with modified molecular
structures, being guided by state-of-the-art quantum chemistry tools
that allow the prediction of absorption spectra in the solution of
organic compounds of dye- or pigment-like molecular complex-
ity,7–12 including the vibronic structure. Prediction of the vibronic
structure of the spectra, determining the width and shape of the
absorption band, is essential in applications of dyes and pigments
as colorants.

However, organic pigments (contrary to organic dyes) are used
as dispersions of nanocrystals or microcrystals in some suitable car-
rier medium in which they are insoluble. It has been widely demon-
strated that the absorption spectrum of a particulate dispersion of
a given organic pigment can be very different from the absorption
spectrum of a molecular solution of the same substance. Pigment
Blue 15:3 provides a particularly striking illustration of this fact
(Fig. S1 of the supplementary material). Apart from the fact that the
absorption occurs in approximately the same spectral region, the two
spectra have essentially nothing in common. Spectacularly different
spectra of solutions and dispersions of the same substance are also
observed with nanocrystals and aggregates of other substances, e.g.,
perylenes13 and carotenoids, in particular, lycopene.14 While these
cases are admittedly extreme, for many other colorants, there is also
only a limited correspondence between the spectra of a solution and
a dispersion. Spectra may be shifted relative to each other and have
a different number of bands, and/or their bands may have different
relative intensities.

Consequently, even if the absorption spectrum of the dissolved
organic colorant is known or can be theoretically calculated, this
may be of little utility when its application in a dispersed solid
form is considered. Rational modification of a solid form of an
organic colorant with the purpose of improving its absorption spec-
trum requires knowledge of the reasons why the spectra of the same
substance in solution and in dispersed form can be so different.

Intermolecular interactions in the solid state are one well-
known reason for these differences. When molecules are densely
packed together in a crystal, intermolecular coupling of two dif-
ferent types (Coulomb interactions between transition densities,
and charge-transfer interactions) are the main reasons for spec-
tral modifications. Additional factors (e.g., the electrostatic crystal
field and molecular distortion in the solid state15) may also play
a role.

Intermolecular interactions have been broadly investigated,
explained, and simulated for dimers,16–23 aggregates,24–31 and molec-
ular crystals.32–39 Besides shifts in the excitation energy, the interac-
tions also modify the vibronic structure of the spectra, sometimes
strongly. The preferential orientations of the molecules in crys-
talline organic materials lead to strong directional dependence of
optical properties, as observed, e.g., by the phenomenon of direc-
tional dispersion40–42 in macroscopic crystals and thin films. The

preferential orientations of the molecules also lead to preferential
growth directions and, therefore, to anisotropic particle shapes.

Many organic pigments may crystallize in several different crys-
tal polymorphs.43 For example, ten polymorphs of copper phthalo-
cyanine5 and four polymorphs of quinacridone44 are known. For
some pigments, different crystal polymorphs may even be com-
mercially available. Since intermolecular interactions in the crystal
depend on the geometry of the molecular packing, it can be expected
that each different crystal polymorph displays different intermolec-
ular interactions and, therefore, a different absorption spectrum.
Polymorph-dependent absorption spectra are indeed experimentally
observed.5,45,46 Consequently, the choice of a different polymorph,
i.e., a different crystal structure, is another option for an applica-
tions specialist trying to find a pigment with a suitable absorption
spectrum.

Crystal size is yet another structural parameter known to co-
determine optical properties of organic pigments and other organic
nanoparticles or microparticles.47–64 Larger particle sizes result in
reduced color strength for a pigment and changes in the absorption
spectrum. In the applications already mentioned, organic pigments
typically have particle sizes ranging from several tens of nanometers
to several tens of micrometers. The ideal particle size depends on the
application, e.g., too large particle size may lead to too much scatter-
ing in applications where transparency is required. Several methods
are known by which dispersions of organic pigments with different
particle sizes can be produced.54,59,62,65 The reason why the crystal
size has an impact on optical properties is not completely under-
stood, although a variety of hypotheses have been suggested, e.g., in
particular, lattice softening,49,53,56 often without clear experimental
or theoretical evidence. In only two63,64 of these past studies, the con-
tributions of absorption and scattering to the extinction have been
separated, and in several cases, the different particle sizes are sus-
pected to be related to different crystal structures.55,57,58 In at least
one case,63 the particle shape changes concomitantly with the par-
ticle size. In several studies,59,61,63,64 the particle size effect is inves-
tigated with simulation methods. However, Mie theory59,61,64 is not
appropriate for pigment particles, which are geometrically and opti-
cally anisotropic. In one case,63 an anisotropic method (the discrete
dipole approximation) is used, but the simultaneous change in parti-
cle shape is not considered. One of the purposes of the present study
consists in theoretically investigating the influence of the particle size
alone (i.e., at an identical particle shape and crystal structure) on the
absorption and scattering spectra.

However, the main issue investigated here is to what extent
variations of the crystal shape alone (i.e., maintaining the crystal
structure and the crystal size) may be responsible for variations in
absorption and scattering spectra of nanocrystalline dispersions of
organic colorants and to study the effect of such crystal shape vari-
ations by simulation methods. If a significant “crystal shape effect”
exists, then this may provide another structural parameter that can
be manipulated by an applications scientist in order to achieve
more suitable absorption spectra. Indeed, it is known that crystal
morphologies can be steered by the use of suitable “crystal growth
modifiers” or “tailor-made additives.”66–76

A literature search reveals a number of studies77–93 mention-
ing shape effects on the optical properties of organic dye or pigment
particles. However, none of these studies gives a clear-cut view on
the impact of the crystal shape alone. In most cases, the different
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shapes simultaneously have different sizes, degrees of crystallinity,
or crystal structure. In some other cases, the particles with different
shapes belong to different molecular species. Often emission spec-
tra are shown, but no absorption spectra or the “absorption” spectra
shown have a noticeable contribution of scattering. In some other
cases, the particles have rather large sizes (i.e., tens of micrometers)
and are therefore somewhat outside the scope of the present
study. It is interesting to note that, with few exceptions, these arti-
cles are about the use of organic dye or pigment nanoparticles
or microparticles for opto-electronic applications. Indeed, this is
currently a very active domain of investigation,94–98 in which struc-
tural fine-tuning is necessary to optimize the properties. Conse-
quently, “shape effects” may potentially also be used in this type
of application. Organic nanoparticles and aggregates with a bewil-
dering plethora of “nanomorphologies” have been produced, e.g.,
nanobelts,99,100 nanowires,101,102 nanosheets,103 nanoribbons,104,105

nanorods,106,107 and even hollow structures like nanotubes104,106 or
hollow nanoprisms.108 In most cases, the absorption spectrum of
the nanoparticles differs from the spectrum of the same substance
in solution, and this difference is usually rationalized as being due
to the molecular packing, ignoring possible influences of the parti-
cle size or shape. Food pigments, e.g., carotenoids,90,109–115 are yet
another area in which many articles have been published mention-
ing strong differences between absorption spectra in solution and
in aggregate form and between aggregates of various types (e.g., H-
vs J-aggregates). In this application area also, the spectral differences
are usually attributed to differences in molecular packing, neglecting
possible contributions by differences in size and/or shape.

On the basis of such published experimental studies, the ques-
tion of whether the particle shape alone (i.e., without modification of
the crystal structure or particle size) influences the optical properties
of organic nanoparticles or not remains largely unanswered. Even
more surprisingly, the issue seems to have never been addressed
theoretically despite the fact that organic nanoparticles have broad
application domains, the fact that tools for simulating the relation-
ship between particle shape and optical response are readily avail-
able (Sec. II A), and the fact that such shape (and size) effects have
been extremely well documented for other types of substances, i.e.,
metallic nanoparticles116–129 and, to a lesser extent, inorganic semi-
conductor nanoparticles.130–138 Therefore, the issue is at least of high
theoretical interest, and possibly of practical interest also if knowl-
edge gained can be put into practice. It is the purpose of this article
to answer this question by using theoretical calculations with simple
nanocrystalline model morphologies and a simple model dielectric
tensor. Crystal “shape” variations considered in the simulations are
variations of the crystal habit, i.e., it is assumed that the particles
have well-defined crystal facets, but the conclusions should be valid
also for more rounded shapes, on the condition that the nanoparti-
cles have a well-defined crystal structure that is constant throughout
the particle.

While the study of the effects of the crystal shape on the UV/Vis
absorption spectrum of organic nanoparticles is the main purpose of
this work, the methods used also allow the exploration of effects of
the crystal size and the surrounding medium. Both effects are already
well documented in the literature cited about metallic nanoparticles.

A particular focus of the study is on the effect of crys-
tal shape/size and host medium on the vibronic structure of
absorption spectra. Indeed, it is thanks to their vibronic structure

that absorption spectra of organic pigments are broad enough to
be suitable in applications, and modifications of the vibronic struc-
ture are expected to result in differences in applications properties.
This aspect is totally absent in spectra of metallic and inorganic
semiconductor nanoparticles.

The simulation methodology used in this study is explained in
Secs. II A and II B. All new results obtained, and their interpretation,
are presented in Secs. III A–III I. A brief comparison with known
behavior of metallic nanoparticles is given in Sec. III J, while Sec. IV
presents some general conclusions about the relevance of the newly
obtained results.

II. METHODOLOGY
A. The discrete dipole approximation

Many theoretical methods (and computer codes in which they
are implemented), e.g., Discrete Dipole Approximation (DDA),
finite-difference time domain (FDTD), boundary-element method
(BEM), and so on, have been used in the simulation of shape-
dependent effects in the absorption spectra of metallic nanoparticles.
The relative merits of these approaches have been discussed in sev-
eral review articles.139–141 For the work reported here on organic
nanocrystals, the discrete dipole approximation,142,143 implemented
in the freely available DDSCAT code,144 was found to be particularly
suitable. The scope and limitations of this approximation have been
well investigated,145–148 and it has been successfully used121,123,124

in simulations of metallic nanoparticles that, like organic pigment
nanoparticles, are strongly absorptive at visible wavelengths.

DDSCAT requires only the particle shape and size and (for
an optically anisotropic particle) three orthogonal wavelength-
dependent complex refractive indices as input. The three refrac-
tive indices are each related to an element of the dielectric tensor
(n2 = ε) of the crystalline substance. In DDSCAT, the dielectric
tensor is considered to be diagonal (i.e., the coordinate system for
the dielectric tensor needs to be chosen such as to make it diagonal).
The orientation of the principal axes of the tensor relative to the
crystal shape also needs to be known. Different values of the refrac-
tive index of the host medium (e.g., solvent) can also be chosen. The
optical response (absorption and scattering) can be averaged over
a large number of particle orientations relative to the illuminating
plane wave.

It is important to note that, in this study, the crystalline particles
are assumed to be large enough for their dielectric/optical properties
to be describable by using the dielectric tensor of the bulk substance.
On the basis of experience in simulations of the properties of metallic
and dielectric nanoparticles,149–151 this probably limits the validity of
the results to nanocrystals with sizes larger than 10 nm. Smaller par-
ticles would require other methodologies (e.g., quantum-chemical
calculations on large molecular clusters).

B. Model dielectric tensor
The model dielectric tensor is given the following form, with

the additional requirement that for the two purely real elements
εry = εrz ,

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

εrx + iεix 0 0

0 εry 0

0 0 εrz

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)
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A dielectric tensor of this form is strictly valid only for an optically
uniaxial crystal, i.e., with crystal symmetries belonging to tetrago-
nal, trigonal, or hexagonal space groups. Organic pigment crystals
most often have lower symmetries (i.e., orthorhombic, monoclinic,
or triclinic) and their dielectric tensor has a more complicated form.

However, an orthorhombic approximation is a good approx-
imation for lower-symmetry crystals at frequencies in the visible
range if there is only one single electronic transition of large oscilla-
tor strength (with its associated vibronic structure) in this frequency
range.152,153 In the model used here, it is further assumed that all
molecular transition dipole moments are oriented in parallel (i.e.,
no Davydov splitting, leading to only one complex element) and
that the background dielectric is isotropic, leading effectively to a
uniaxial model.

If the fundamental properties of this high-oscillator strength
“optical” excitation in the crystal are known, the complex element εx
of the model dielectric tensor can be obtained as a sum over vibronic
excitations,

εrx(ω) = ε∞ +
2N
ε0h̵∑j

μ2
0jω0j(ω2

oj − ω2)

(ω2
0j − ω2)

2
+ γ2

0jω2
, (2)

εix(ω) =
2N
ε0h̵∑j

μ2
0jω0jγ0jω

(ω2
0j − ω2)2 + γ2

0jω2 . (3)

The purely real constant ε∞ is the “background dielectric” repre-
senting the contribution of electronic excitations at higher ener-
gies, is considered to be equal to εry/rz , and is assumed to be
constant over the frequency range of interest; ε0 is the dielectric
permittivity of the vacuum; N is the number of molecules per unit
volume in the crystal; h is Planck’s constant divided by 2π; ω is
the angular frequency of the light; and ω0j and μ0j are the angular
resonance frequencies and transition dipole moments for the transi-
tions 0–j responsible for the optical response in the visible frequency
range. Since only one electronic excitation is assumed to be present

in this frequency range, these transitions 0–j are vibronic excitations
within this single electronic excitation. The pure Lorentz oscillator
model expressed in Eqs. (2) and (3) is unrealistic, giving too much
absorbance far from the resonances. Therefore, the damping fac-
tors γ0j were modified by using “Kim” oscillators154 instead, i.e., they
were made frequency-dependent,

γKim
0j = γ0j exp

⎡⎢⎢⎢⎢⎣
−α(ω − ω0j

γ0j
)

2⎤⎥⎥⎥⎥⎦
. (4)

The parameter α allows the peak shapes in the spectrum of the imagi-
nary component of the tensor to be modified between approximately
Gaussian (α = 1) and pure Lorentzian (α = 0).

The choice of a constant background dielectric also consti-
tutes a simplification. Some degree of frequency dispersion and
anisotropy of this parameter can be expected in reality. However,
this simplification does not limit the validity of the conclusions.

Experimental determination of dielectric tensors of organic
pigments (e.g., by polarized reflection spectrometry,155–157 ellip-
sometry,158–160 or EELS161) is difficult because it is difficult to
grow sufficiently large crystals of these substances. Therefore, no
attempt was made to accurately reproduce the dielectric tensor
of any given specific pigment. However, on the basis of vari-
ous information (supplementary material), the model dielectric
tensor approximately represents quinacridone pigments. Specific
parameters used in Eqs. (1)–(4) are given in the supplementary
material. The wavelength-dependency of the two components of the
complex element εx of the model dielectric tensor is shown in Fig. 1.

This model dielectric tensor is not based on any assumptions
about the fundamental nature of the electronic transition causing
the absorption (i.e., strength of Coulomb coupling, charge-transfer
coupling, and solution-to-crystal shift). The absorbing (complex)
element εx has a main band at 560 nm, a second band at 522 nm, a
third band at 490 nm, and a shoulder at about 460 nm. In the “single
effective vibrational mode” model used here, these peaks correspond
to 0–0, 0–1, 0–2, and 0–3 vibronic transitions.

FIG. 1. Real and imaginary components
of the complex element εx .
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FIG. 2. Model crystal shapes with the orientation of the complex element of the
dielectric tensor and approximate depolarization factor Lx .

C. Model nanocrystal shapes and orientation
of the dielectric tensor

The calculations were done on very simple model crystal habits,
i.e., rectangular solids. While this type of morphology is unlikely
to be displayed by common organic pigments, it is the easiest one
for demonstrating the effects studied here, without losing rele-
vance and validity of the conclusions. Such particle shapes are very
conveniently defined in DDSCAT.

Three different particle shapes were used, i.e., an elongated
brick with a square cross section (4:1:1 aspect ratio), a cube, and
a square tile (1:4:4 aspect ratio), as illustrated in Fig. 2. The ori-
entations of the principal axes of the dielectric tensor were chosen
parallel with the three edges of the particles. For both the 4:1:1 and

the 1:4:4 particle shapes, two different orientations of the model
dielectric tensor are possible within this definition. The distinction
between the two orientations is indicated by specifying the (relative)
length of the edge along which the complex (i.e., absorbing) element
(x) of the dielectric tensor is aligned as the first element in the aspect
ratio. The two different orientations for the elongated brick and the
square tile are illustrated in Fig. 2, where the arrows show the ori-
entation of the complex element (x) of the dielectric tensor. In the
model pigment considered here, i.e., without Davydov splitting, this
orientation corresponds to the orientation of the molecular transi-
tion moments (considered to be all parallel to each other). The L
values below each shape are the approximate depolarization factors
Lx (Sec. III B).

III. RESULTS AND DISCUSSION
A. Effects of the nanocrystal shape on absorption
and scattering

Once the shape of the rectangular solid has been defined by
selecting the number of dipoles along the three axes (see the supple-
mentary material), DDSCAT requires the particle size to be specified
as the effective radius aeff of the particle (i.e., the radius of a sphere of
identical volume). In order to be representative of realistic pigment
nanoparticles, the effective radius was initially set to 50 nm. Parti-
cle dimensions along the three axes are then 203.10 × 50.77 × 50.77,
80.60 × 80.60 × 80.60, and 31.99 × 127.94 × 127.94 nm3 for the 4:1:1,
1:1:1, and 1:4:4 particle shapes, respectively. Additional calculations,
showing the effect of the particle size, were subsequently done with
effective radii of 10 and 100 nm (Sec. III F).

The medium in which the nanocrystals are dispersed was ini-
tially chosen to have a refractive index of 1.41, which is the refractive
index of DEGDEE (diethylene glycol diethyl ether), a solvent often
used in pigmented inkjet inks. Additional calculations, showing the
effect of the refractive index of the medium, were subsequently done
with refractive indices of 1.33 and 1.50 (Sec. III E).

FIG. 3. Orientationally averaged absorp-
tion efficiencies as a function of wave-
length for particles with different shapes
and an effective radius of 50 nm, calcu-
lated with DDSCAT.
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FIG. 4. Orientationally averaged scatter-
ing efficiencies as a function of wave-
length for particles with different shapes
and an effective radius of 50 nm, calcu-
lated with DDSCAT.

The optical responses calculated with DDSCAT are the absorp-
tion and scattering “efficiencies,” i.e., the power dissipated in, or
scattered by, the nanoparticle under plane wave incidence divided
by the power density of the incident wave on the cross-sectional
area. Efficiencies are not directly observable experimentally but can
be readily translated into a parameter of practical relevance, i.e.,
transmittance through a dispersion or pigment layer containing the
nanoparticles, which is directly observable (see Sec. III G for more
details).

Spectra of the orientationally averaged absorption and scatter-
ing efficiencies (Qabs and Qsca) obtained with DDSCAT for the five
different particles with an effective radius of 50 nm shown in Fig. 2
are illustrated in Figs. 3 and 4. Wavelengths in this and following
figures are the wavelengths in air. All results presented in Sec. III A

were obtained by using the dielectric tensor shown in Fig. 1 and
DEGDEE as the solvent.

When modifying the particle shape and/or dielectric tensor
orientation, a substantial redistribution of intensity over the four
vibronic bands is observed. In series 4:1:1–4:4:1–1:1:1–1:1:4–1:4:4,
the “0–0” band (at the longest wavelength) progressively loses inten-
sity in favor of the bands at shorter wavelengths, particularly the
“0–1” band. Similar redistribution of intensity over the vibronic
bands is observed in the spectra of the scattering efficiency (Fig. 4).

For very small particles (effective radius = 10 nm), the inten-
sity transfer toward the vibrational satellites is even more obvious,
and the spectral change between the five particles is even smoother,
as shown for the absorption efficiency (Fig. 5) and the scatter-
ing efficiency (Fig. S2). The two limiting cases were obtained with

FIG. 5. Orientationally averaged absorp-
tion efficiencies as a function of wave-
length for particles with different shapes
and an effective radius of 10 nm.
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Eqs. (5) and (6) (Sec. III B), and the others were obtained with
DDSCAT.

B. Interpretation and analysis in the Rayleigh limit
DDSCAT provides results that are accurate within the limits

of the discrete dipole approximation for any crystal shape and size.
However, the theory of the discrete dipole approximation does not
allow for an easy interpretation and explanation of the results. Inter-
pretation is easier in the Rayleigh limit (i.e., particles much smaller
than the wavelength) because it was found that the orientationally
averaged absorption and scattering efficiencies can then be simply
calculated as follows:117

Qabs(avg)(λvac) =
8πr

9λvac
∑

k

εikε3/2
h

[Lkεrk + (1 − Lk)εh]2 + L2
kε2

ik

, (5)

Qsca(avg)(λvac) =
128
81
( πr

λvac
)

4

∑
k

ε2
h[(εrk − εh)2 + ε2

ik]
[Lkεrk + (1 − Lk)εh]2 + L2

kε2
ik

. (6)

The k indices refer to the directions x, y, and z. The L factors are
geometric depolarization factors, λvac is the wavelength in a vacuum,
and εh is the (isotropic) dielectric constant of the host medium in
which the particles are embedded (i.e., taken as the DEGDEE sol-
vent in these simulations). The effective radius is represented in the
two equations by the symbol r. With the dielectric tensor defined in
Sec. II B, the sum in Eq. (5) reduces to one single term (only one
“absorbing” axis), but the sum notation is conserved for the sake of
consistency.

No exact equations are known for L factors of rectangular
solids. However, it was found that satisfactory results are obtained
either by using the L factors for ellipsoids117 with the same rel-
ative lengths of their principal axes or even by a very simple

equation162

Lk =
1

dk∑k( 1
dk
)

. (7)

The dk parameters are the lengths of the particle along the three
perpendicular axes. The L values shown in Fig. 2 are depolarization
factors for the “absorbing” axis (i.e., Lx), calculated with Eq. (7). The
results so obtained are very close to those obtained with DDSCAT
for 10 nm particles, as can be judged in Fig. 6 and Fig. S3 for the case
of a 1:1:1 particle (Lx = 1/3).

In order to explore the limits of Rayleigh theory, the results
obtained with DDSCAT and with Eq. (5) are also compared for
the 50 nm particle with 1:1:1 shape (Fig. S4 of the supplementary
material). For these larger particles, the shape of the spectrum (i.e.,
relative intensities of the bands) is not correctly reproduced with
Eq. (5). Indeed, Eq. (5) produces the same spectral shape for all par-
ticle sizes since the particle size is absent in the second part of the
equation.

Equations (5) and (6) are strictly valid only in the Rayleigh
limit and can only be used if the depolarization factor of the
particle is known (at least approximately), so they are useless
for crystal habits more complex than the ones used here. How-
ever, the merit of Rayleigh theory is that, for both the absorption
and scattering spectra, it demonstrates that the intensity transfer
over the vibronic bands with changing particle shape is predomi-
nantly determined by a very simple parameter, the depolarization
factor.

C. Similarity and difference with the effect
of exciton coupling

The effect of changes in the crystal habit on the absorption
spectrum essentially consists in a modification of the vibronic
structure, without substantial changes in the global intensity of the
absorption.

FIG. 6. Orientationally averaged absorp-
tion efficiencies as a function of wave-
length for the 1:1:1 particle with an
effective radius of 10 nm, obtained with
DDSCAT and with Eq. (5).
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At first sight, the effect is highly reminiscent of the effect of
exciton coupling. Indeed, relative to the vibronic structure for a
molecule in solution, the vibronic structure of the absorption spec-
trum of aggregated molecules (dimers, oligomers, aggregates, and
crystals) is often distinctly different. “Changes” in the vibronic struc-
ture here means redistribution of the intensity over the vibronic
bands in the spectrum. The effect of an increasingly higher depolar-
ization factor is like changing from J-aggregation to H-aggregation,
i.e., strikingly similar to the effect of an increasingly positive exciton
shift.23,28

However, it should be stressed that the two phenomena have
totally different origins since spectral changes due to exciton cou-
pling have their origin in the intermolecular packing, not the bound-
aries of the crystal. It can even be imagined that the two mechanisms
may have opposite effects, i.e., exciton coupling modifying the spec-
trum one way (relative to the spectrum of the substance in solution)
and the crystal shape moving it the other way.

D. Analogy with directional dispersion
in macrocrystals

Changes in the shape of the Qabs spectrum of nanocrystals
with varying depolarization factor are strongly related to spectral
changes due to “directional dispersion”40–42 in macroscopic crystals
in polarized reflection or transmission spectroscopy.

The normal modes of electromagnetic waves in a macroscopic
medium are solutions to the Fresnel equation for refractive indices,
which reduces to the following form [Eq. (8)] for a diagonal dielec-
tric tensor, the symbols sj being the projection of the unit wave
vector onto the axes of the dielectric tensor,163

(n2 − εy)(n2 − εz)εxs2
x + (n2 − εz)(n2 − εx)εys2

y

+ (n2 − εx)(n2 − εy)εzs2
z = 0. (8)

The two solutions for n2 give the (squares of the) complex refrac-
tive indices of two perpendicularly polarized waves in the medium.

For the uniaxial case studied here and for perpendicular incidence,
it is easily found that the imaginary part of one of the solutions, i.e.,
representing the extraordinary wave, is as follows:

Im[n2
EX] =

εixε2
∞(1 − sin2α)

[εrxsin2α + ε∞(1 − sin2α)]2 + ε2
ixsin4α

. (9)

The angle α is the angle between the x dielectric axis and the crystal
face (or for perpendicular incidence, 90○ − α is the angle between
the x dielectric axis and the wave vector). The second solution, rep-
resenting the ordinary wave, is given simply by the background
dielectric constant.

Equation (9) has the same structure as Eq. (5) for Qabs, sin2 α
has the same role in the denominator of Eq. (9) as the depolariza-
tion factor Lx in Eq. (5), and consequently, both equations produce
exactly the same spectral shapes. The close analogy between the two
phenomena can be judged by comparing Figs. 5 and 7. Contrary to
what is the case in Fig. 5, the additional factor (1 − sin2 α) in the
numerator of Eq. (9) causes a gradual reduction in overall intensity
with increasing α (the extraordinary wave vanishes for α = 90○).

As far as the spectral shape is concerned, increasing the depo-
larization factor in the nanocrystal has exactly the same effect as
increasingly tilting the orientation of the “absorbing” (x) element of
the dielectric tensor relative to a macroscopic crystal surface.

The effect of directional dispersion in macrocrystals has been
explained as being due to the “bulk polarization” at the crystal
boundary. Similarly, the effect of the crystal habit in nanocrystals
can be ascribed to the overall polarization at the boundaries of the
particle.

E. Influence of the refractive index of the host
medium

Equation (5) allows convenient simulations for extreme cases
of depolarization in the Rayleigh limit. In the case of Lx = 0 (i.e., a

FIG. 7. Solution of Fresnel’s equation
for refractive indices for the extraordinary
wave at perpendicular incidence in a uni-
axial macrocrystal, with varying angle
between the x direction of the dielectric
tensor and the crystal surface (dielectric
tensor as in Fig. 1).
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very long narrow needle), it reduces to

Qabs(avg) =
8πr

9λvac
∗ εix√εh

. (10)

In this case, the shape of the Qabs spectrum is determined only by the
shape of the spectrum of the imaginary component of the absorb-
ing element of the dielectric tensor (i.e., εix). While the amplitude of
the absorption efficiency is modulated by the refractive index of the
surrounding medium, the spectral shape is not (assuming that there
is no wavelength-dispersion of the refractive index of the medium).
For all wavelengths, the absorption decreases homogeneously with
increasing refractive index of the medium.

In the case of Lx = 1 (i.e., a very flat platelet), Eq. (5) reduces to

Qabs(avg) =
8πr

9λvac
∗ εix

ε2
rx + ε2

ix
ε3/2

h . (11)

In this case, the spectral shape is determined by both the real and the
imaginary components. It is, in fact, determined by the energy-loss
function

Im(− 1
εx
) = εix

ε2
rx + ε2

ix
. (12)

The absorption is predicted to increase with increasing refractive
index of the medium, again without modification of the spectral
shape.

Another interesting special case is the spherical particle (or, to
the approximation used here, a cubic particle). This is the case with
Lx = 1/3. Equation (5) then becomes

Qabs(avg) =
8πr
λvac
∗

εixε3/2
h

ε2
rx + 4ε2

h + 4εrxεh + ε2
ix

. (13)

In this case, the spectrum is determined by both the real and imag-
inary parts of the dielectric tensor. The refractive index of the host

medium has a more complicated effect than in the two limiting cases
since it appears in both the numerator and the denominator. A lesser
impact is expected, and the spectral shape is predicted to depend on
the refractive index of the medium.

Predictions made with Eqs. (10)–(13) about the impact of the
refractive index of the host medium were checked by simulations
with DDSCAT for the 4:1:1, 1:1:1, and 1:4:4 particles with realistic
particle size (50 nm). Three different refractive indices were used
(n = 1.33, 1.41, and 1.50), spanning a realistic range for common
solvents. The result for the 1:4:4 particle with 50 nm effective radius
is shown in Fig. 8, while the results for two other particle shapes can
be found in the supplementary material (Figs. S5 and S6). Figure 8
can also be compared with Fig. S7 for 1:4:4: particles of 10 nm.
Predictions made for very small particles apparently are indeed valid
for the 10 nm particles, but the effect is significantly attenuated for
the larger particles.

F. Impact of the particle size
In order to check that the particle shape effect exists also for

larger particles, simulations with DDSCAT were performed for the
4:1:1, 1:1:1, and 1:4:4 particles with an effective radius of 100 nm.
Both the absorption efficiency and the scattering efficiency increase,
as expected. However, the shape of the spectra also changes. The
shape effect for the 100 nm particles is shown in Fig. 9. It is con-
siderably less pronounced than for the smaller particles (particu-
larly the 10 nm particles), as can be observed by comparing with
Figs. 3 and 5. This is also conveniently illustrated by comparing
normalized spectra of the absorption efficiency for a given particle
shape and different particle sizes. Increasing the size produces spec-
tral changes that are considerable for the 1:4:4 particles (Fig. 10),
moderate for the 1:1:1 particles (Fig. S8), and small for the 4:1:1 par-
ticles (Fig. S9). For all three particle shapes, the absorption bands
shift slightly toward longer wavelengths with increasing particle
size.

FIG. 8. Orientationally averaged absorp-
tion efficiencies as a function of wave-
length for the 1:4:4 particle with an
effective radius of 50 nm, obtained with
DDSCAT with three different refractive
indices of the host medium.
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FIG. 9. Orientationally averaged absorp-
tion efficiencies as a function of wave-
length for particles with different shapes
and an effective radius of 100 nm (spec-
tra obtained with DDSCAT).

Fundamental causes for the size-dependency of the response
were not clearly identified. However, as for metallic nanoparticles,
one likely factor is that the response becomes increasingly less
purely dipole-like with increasing size. The comparison between
Figs. 3 and 9 also demonstrates that the overall absorption efficiency
increases only moderately when the effective particle radius is
increased from 50 to 100 nm, even though this represents a fourfold
increase in the particle cross section. There is probably a saturation
effect, i.e., part of the interior of the larger particles contributes less
to the response because of the attenuation inside (a characteristic
light penetration depth of 48 nm can be calculated for the maximum
of the attenuation constant, i.e., at a wavelength of 556 nm).

G. Observable responses
Absorption and scattering efficiencies are not directly observ-

able but can be readily translated into transmittance through
a pigment-containing layer or cuvette. For example, the trans-
mittance T (against a blank of pure solvent) through a cuvette
of thickness d containing a pigment of specific gravity ρ at a
weight/volume concentration c % is given by Eq. (14), in which
Qext = Qabs + Qsca,

T = It

I0
= e−

3cd
400ρ∑i

f iQext(i)
ri . (14)

FIG. 10. Orientationally averaged nor-
malized absorption efficiencies as a
function of particle size for 1:4:4 particles
(spectra obtained with DDSCAT).
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Both absorption and scattering contribute to the extinction. In order
to see only the contribution of absorption, Qext can be replaced in
Eq. (14) by Qabs.

In a real pigment, different particle sizes are expected to be
present. The transmittance is then calculated as a sum over differ-
ent weight fractions f i per size class, each with a different extinction
efficiency and effective radius. In real pigments, the sum probably
also needs to be extended to a distribution of different shapes. Equa-
tion (14) was used to calculate the observable transmittance through
a 1 cm cuvette containing 0.010% (wt./vol.) of the pigment with a
cubic shape and effective radii of 10, 50, and 100 nm. The specific
gravity of the pigment crystals was set at 1.5 g/cm3. The results are
shown in Fig. 11. The decreasing transmittance in non-absorbing
parts of the spectrum (wings at short and long wavelengths) with
increasing particle size (and identical pigment concentration) is due
to increasing scattering, as can be demonstrated by leaving out the
contribution of the scattering (broken lines, but for the 10 nm parti-
cle, the scattering is negligible and the spectrum for pure absorption
was not added). Experimentally canceling the contribution of the
scattering would necessitate the use of special techniques, e.g., an
integrating sphere.61,63

The 100 nm pigment is significantly less effective, providing less
absorbance for the same pigment loading than the smaller pigments.
This is due to the saturation effect mentioned in Sec. III F.

H. Pigments with intrinsically stronger absorption
In order to simulate possible differences between pigment

classes absorbing in the same spectral region, e.g., diketopyrrolopy-
rroles (DPP) vs quinacridones, simulations were also performed
with particles exhibiting stronger absorption. To this end, a dielec-
tric tensor was constructed in which the molecular transition dipole
moment was increased by 50% (i.e., 2.25× higher oscillator strength)
with all other settings remaining equal. The so obtained dielectric
tensor element εx is shown in Fig. S10. The DDSCAT results for

particles with aeff = 50 nm and three different shapes are presented
in Fig. 12. The impact of the shape is significantly stronger than for
the less strongly absorbing pigment and is even more spectacular for
the 10 nm particles (Fig. S11, to be compared with Fig. 5).

I. Optically isotropic particles
A final set of calculations were performed with an isotropic

dielectric tensor. To this end, the oscillator strength of the more
absorbing molecule (as defined in Sec. III H) was distributed equally
over the three axes (keeping all other parameters constant), as might
be the case in an amorphous particle in which the molecules are
randomly oriented.

The effect of the particle shape is almost negligible in this case,
as illustrated in Fig. 13. The comparison with Fig. 12 shows that the
spectral shape is similar to the one obtained for an anisotropic par-
ticle with a small depolarization factor. The near-absence of a shape
effect can be explained by the fact that the oscillator strength along
each axis is much smaller (1/3 of the anisotropic case) and the fact
that the results for the 1:4:4 and 4:1:1 particles are a sum of small-L
and larger-L contributions (resulting in a “medium-L” result like for
the 1:1:1 particle).

J. Similarity to shape effects in metal nanoparticles
As explained in the Introduction, all three parameters studied

here for highly anisotropic organic nanoparticles (shape, size, and
refractive index of the host medium) are already known to influence
the optical response of metallic nanoparticles.116–129 It is therefore of
interest to see how these effects compare for both types of nanopar-
ticles. Since the spectra of metallic nanoparticles have no vibronic
structure, the comparison is necessarily limited to effects on the
absorption band positions only.

Interestingly, the effect of the particle shape on the absorption
band positions is much more pronounced for metallic nanopar-
ticles, even though they are optically isotropic. Since metallic

FIG. 11. Transmittance through a 1 cm
cuvette containing 0.010% pigment
with varying particle size, scattering
+ absorption (solid lines) and absorption
only (broken lines).
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FIG. 12. Orientationally averaged
absorption efficiencies as a function of
wavelength for particles with different
shapes and an effective radius of 50 nm,
using the dielectric tensor derived from
a 50% larger transition dipole moment.

nanoparticle ellipsoids have three resonances (one along each prin-
cipal axis), it is difficult to make comparisons with our results. How-
ever, the longitudinal resonance in metallic nanoparticle ellipsoids
blue-shifts with decreasing aspect ratio.120 This is similar to the
transfer of intensity to the shorter-wavelength vibronic bands with
increasing depolarization in our simulations.

For all three particle shapes where size effects were tested
(Sec. III F), the absorption bands shift slightly toward longer wave-
lengths with increasing particle size, and the longer-wavelength
vibronic bands gain in (relative) intensity. In metallic nanoparticles,
the absorption spectrum moves much more spectacularly to longer
wavelengths with increasing particle size.120,121,123

Effects of the refractive index of the medium were reported
and simulated for the plasmonic resonances of metallic nanopar-
ticles in several studies.119,123,127,129,164 Here again, the effect
is much more pronounced in the metallic species. A similar
effect has also been demonstrated for inorganic semiconductor
nanoparticles.165

The reason for the much more pronounced sensitivity of
the metallic nanoparticles to the three factors comes from the
fact that the imaginary part of the dielectric function of a
metal reaches far more extreme values, and so over a broad
frequency range, than for a typical organic pigment or dye
crystal.

FIG. 13. Orientationally averaged
absorption efficiencies as a function of
wavelength for particles with different
shapes and an effective radius of 50 nm,
using an isotropic dielectric tensor
derived from the 50% larger transition
dipole moment described in Sec. III H
(spectrum shifted by 0.1 units for 1:1:1
and by 0.2 units for 1:4:4).
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IV. CONCLUSIONS AND OUTLOOK
The pronounced effect of the shape of organic pigment or dye

nanoparticles on their absorption (and scattering) spectra, and in
particular, on the vibronic structure of the spectra, is here demon-
strated for the first time, providing novel insight into the optical
response of organic nanoparticles.

Given the fact that the discrete dipole approximation is essen-
tially a method for solving Maxwell’s equations for a particle illumi-
nated by a plane wave, the effects found in the simulations are real
and should be observable. Further corroboration of this conclusion
stems from the fact that the results are confirmed with the analytical
equations (5) and (6) in the Rayleigh limit, the fact that the observed
effects are similar to those observed with other strongly absorbing
particles (i.e., mainly metallic nanoparticles), and the strong analogy
with the phenomenon of directional dispersion in large crystals of
organic pigments.

The effects should be observable for all organic nanocrystals,
i.e., not only for pigments. Unfortunately, unambiguously demon-
strating these effects experimentally is a formidable challenge.
Indeed, many hard-to-determine parameters need to be unambigu-
ously ascertained experimentally: the crystal structure, the dielec-
tric tensor, the crystal habit, and the crystal size. None of these
are easy challenges for organic nanocrystals, and no experimental
study is known at present where all criteria are met for unambigu-
ous demonstration of the effects presented here. It is not a surprise
that similar issues are encountered when studying the second-order
nonlinear optical responses of molecular aggregates of different sizes
and shapes.166 The fact that nanocrystalline organic pigment disper-
sions are usually stabilized with dispersants further complicates the
matter by shielding the pigment from the solvent. The presence of
a dispersant around the nanoparticles can, in principle, be taken
into account by creating a “mantle” of dipoles with an appropriate
refractive index surrounding the particle in DDSCAT.

As a rather general rule, absorption spectra of nanoparticulate
dispersions of a substance differ from the absorption spectrum of
the same substance in solution, and this is usually explained as being
due to the intermolecular couplings in the crystal (Sec. I). Spectral
differences between different dispersions of the same substance are
also most often explained by differences in molecular packing. The
results presented here should invite for some caution in such inter-
pretations. Indeed, spectral changes usually explained by changes in
intermolecular coupling can apparently alternatively (or partially)
be due to changes in the nanocrystal shape and/or size. Even very
large spectral changes, like in the case of β-carotene,112 can at least,
in principle, be explained by nanocrystal habit changes, as illustrated
by the results presented in Fig. 12 and Fig. S11 for strongly absorb-
ing particles. Changes in the absorption spectrum due to shape
changes are most pronounced when the particles are smaller and the
oscillator strength is larger.

By careful experimentation, it would undoubtedly be feasible
to demonstrate the shape effect independently of other effects, and
such experimental studies are hereby invited and strongly encour-
aged. The practical usefulness of organic nanocrystal habit modi-
fication for fine-tuning absorption spectra also needs to be inves-
tigated. The habit of pigment or dye crystals can, in principle, be
modified by the use of tailor-made crystal growth modifiers. The
simulations, carried out here for very simple model shapes and

dielectric tensor orientations, can relatively easily be carried out in
DDSCAT for any arbitrary shape and dielectric tensor orientation
by specifying the particle shape with the “ANIFRMFIL” keyword
and supplying a three-dimensional map of dipole positions. Codes
for filling a shape with dipoles can be developed and have already
been described.167 Similarly, simulations are, in principle, feasi-
ble for more rounded shapes, such as nanocylinders, nanospheres,
and nanotubes, as long as the substance has a well-defined crystal
structure (and hence, a well-defined dielectric tensor) throughout
the particle. Dielectric tensors of a more complex structure (e.g.,
with two complex elements due to Davydov splitting or with an
anisotropic and/or frequency-dependent background dielectric) can
also be easily defined for use in DDSCAT.

Finally, another open question is to what extent the shape effect
is still operating in more densely packed ensembles of nanoparticles
(e.g., a film deposited on a substrate). All results presented here are
valid only for isolated particles, unperturbed by the electromagnetic
field induced in neighboring particles. At small inter-particle dis-
tances, it can be expected that inter-particle interactions, analogous
to exciton interactions between molecules, would further perturb
the absorption spectra, as has already been demonstrated for metal-
lic nanoparticles.168–170 Such interactions can be studied, e.g., with
DDSCAT for particle pairs, while larger ensembles of particles can
be studied with dedicated methods.171–173

SUPPLEMENTARY MATERIAL

See the supplementary material for parameters of the model
dielectric tensor, parameters used in DDSCAT, and results of addi-
tional supporting and illustrative simulations.
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