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Abstract: The big data revolution has led to unprecedented oppor-

tunities for data sharing between industries. Telephone companies

offer specific data involving rich information not only about the cus-

tomer behaviour but also regarding his/her relationship with other
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2 1 INTRODUCTION

customers and with third party businesses. The paper addresses

the following research question: might telecom data help to improve

the prospect selection of third party businesses ? By answering this

question, we expect to offer support for two specific investment de-

cisions: on the one hand, the decision of the telecom operator to

invest in the new market of the external data monetization for third

party business, on the other hand, the decision of third party busi-

nesses to buy such customer profiling extracted from telecom Call

Data Records.

Using complex data treatments and more than one million models,

the paper addresses the challenges and opportunities in collecting

and analyzing telecom data from two European telephone compa-

nies for improving the prospect selection processes of 36 third-party

businesses. This improvement relies on new features extracted from

the CDR among which behavioural variables considered as Person-

ality Proxy variables and network-based variables. The results high-

light that Personality Proxy variables are useful to support smaller

niche businesses. For these businesses these variables are predomi-

nant and they can be directly implemented. Additionally, the study

shows that network analysis-based variables have the potential to be

more beneficial to large companies since the value of network anal-

ysis continuously increase with the number of third-party business

clients identified.

1 Introduction

With the advent of big data, companies and academia are increasingly search-

ing for ways to leverage these data to create business value [1, 2]. According
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to [3], 65% of decision makers believe that their companies could become non-

competitive if they do not exploit big data. This exploitation can take two forms:

using big data to develop the company’s own activities or selling/licensing big

data to third-parties that may be part of a digital ecosystem [4]. Numerous

studies focus on the first type of data exploitation, whereby methods are devel-

oped to improve the company’s own business activities based on internal data.

For example, big data can be used for risk mitigation [5], marketing analytics

[6] and safety [7] among other uses.

The commercialization of big data is another means to create additional rev-

enues, although this type of exploitation remains in its infancy. This possibility

of monetizing data could become critical to business success. Indeed, 63% of

decision makers believe that selling company data to third parties could become

as essential to a company as its current business activities [3]. This percentage

differs by industry, with the highest percentage (87%) found among managers

of telephone companies.

Telephone companies own very specific data, commonly called Call Data

Records (CDRs). These mobile data include details on every call, text messages

and sometimes also the location where the communication took place between

a customer and other users. The source is not only specific but also highly

representative. Indeed, mobile devices are now pervasive and fixed lines are

becoming obsolete: while fixed telephone penetration rate has steadily declined

from 18.8% to 13.0% for the last ten years, mobile device penetration rate has

more than doubled during the same period to reach 103.5% in 2017 [8].

From this raw data source, rich information and knowledge can be extracted

[9, 10]. First, these data allow the company to map the network surrounding a

customer, which yields valuable insight into the customer’s behaviour. A cus-

tomer is typically more likely to exhibit behaviour similar to the behaviour of
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those who frequently interact with him/her. Previous research has identified

several reasons for this phenomenon. The network may directly influence the

customer through word of mouth [11]. Alternatively, network influence can be

indirect, because connected people usually share similar features [12] or are ex-

posed to the same external shocks, such as local publicity. Second, information

related to the personality traits of the customer can be extracted from telecom

data. For instance, telecom data are used by [13] to measure the diversity of

contacts, gregariousness, regularity, spatiality and use intensity. In an exper-

imental setting, they show that significant relationships exist between mobile

phone usage and the personality traits of the customer. Third, compared to

traditional fixed line data, telecom data are typically specific to only one user.

They are not only generated whatever the location of the user, but they might

also record this location.

The elements presented above suggest that customer profiling through CDRs’

analysis could provide valuable information for third-party businesses. In par-

ticular, they could find in this information support to their prospect selection

process. However, the data collection and information extraction process has a

cost and raises ethical and security issues. On top of the volume of data, a cost

is related to complexity of data wrangling required to extract this information.

This complexity is mainly due to the conception of complex features that will

be described in section 3.1. such as the regularity of call habits of a customer

from one week to another.

Furthermore, the storage of this data should also be taken into account. This

is not only due to the massive amount of data carried by mobile data but, more

importantly, due to the high security level required to protect these sensitive

data against any outbreak. Indeed, the collection of CDR data hosted by the

telecom operators could have massive security implications for the concerned
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customers if they fall into the hands of adversaries 1. For instance, they could

compromise their home security (since CDR records can reveal hours/days of

absence), and could even contribute to industrial espionage activities. For more

detailed information on this key issue, the interested reader may refer to [14]

which contains a thorough discussion on the practical use and exploitation of

CDR data in an ethical manner.

Moreover, with the emergence of new data protection regulations, such as the

General Data Protection Regulation in Europe [15], the commercial use of this

data on an individual level will require to collect the explicit consent from the

consumers to be allowed to use the data for third-party prospecting purposes.

What is more, this consent should also be obtained for their contacts if the data

transmitted by the telecom operator might lead to identify these individuals

as well. In this context, consumers will make a privacy calculus in which they

balance the perceived benefits with the perceived risks of providing consent

[16]. In other words, collecting consumer consent require strategic investments

in personalised services, convenience improvements and financial rewards to

improve the perceived benefits and communication investments to increase the

trust in the service, decrease privacy concerns and perceived risk. It would be

useful to assess the value of this data before making these strategic investments.

As discussed by [4], such an investment can not be realised only on the in-

tuition of a potential value. This leads to the definition of the research question

addressed in this paper: might telecom data help to improve the prospect selec-

tion of third party businesses ? By answering this question, we expect to offer

support to two specific investment decisions: on the one hand, the decision of

the telecom operator to invest in the new market of the external data moneti-

zation for third party business, on the other hand, the decision of third party

businesses to buy such customer profilings extracted from CDRs.

1We thank an anonymous reviewer for this remark and the related examples.
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Using complex data treatments and more than one million models, the cur-

rent paper shows the value of telecom data from two European telephone compa-

nies for improving the prospect selection processes of 36 businesses. This value

is obtained by including advanced proxies of human factors in the decision pro-

cess. We propose a framework to distinguish between two components of these

human factors: human interactions and mobile behaviour based on personal-

ity proxies. Together, these two dimensions lead to the identification of four

categories of data: “Individual Demographics”, “Individual Mobile Behaviour

(personality proxies)”, “Network Business Adoption” and “Network Based Mo-

bile Behaviour (personality proxies)”. Our results highlight that Personality

Proxy variables are useful to support smaller niche businesses. For these busi-

nesses these variables are predominant and they can be directly implemented.

Alternatively, network analysis-based variables have the potential to be more

beneficial to large companies since the value of network analysis continuously

increase with the number of third-party business clients identified.

To the best of our knowledge, this study is the first to consider the value of

telecom data for improving acquisition decision processes of other businesses in

real-life settings. We propose a framework to distinguish between two compo-

nents of these human factors: human interactions and mobile behaviour based

on personality proxies. To generalize these insights, we investigate the value

of these data for three Data Contexts (DCs) and 36 third-party businesses in

11 distinct business domains using a deep analysis. The study is structured

as follows. In the next section, we present the related works and propose a

new framework that disentangles different features derived from telecom data.

Section 3 introduces the data used in this research, data featurization and mod-

elling design of the study. Section 4 reports our main results. Section 5 discusses

the implications of these results. In the last section, conclusions are drawn and
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future research directions are suggested.

2 Related works

2.1 Internal data monetization

Several studies such as [17, 18, 19] have been published in which telecom data

are used to support the decision processes of a telecom company. Telecom data,

which store each interaction of the customer with others, are a unique source of

data that are interesting from a marketing perspective. Traditionally, these data

have been used to improve marketing models by retrieving the global activity

of the customer and tracking its evolution [20]. One technique for obtaining

these data is based on recency, frequency and monetary (RFM) segmentation

[21], whereby the following three main features are extracted: monetary value

(average revenue); the frequency of communication; and the time since the

most recent communication. Recently, studies—such as the work by [22]—have

described the opportunity to transform these records into a social network that

depicts individuals as nodes and communications as edges. In these studies,

the customers surrounding a single customer are investigated; and their global

behaviour may be correlated with the behaviour of the focal customer.

These studies address various marketing issues faced by telephone compa-

nies. For example, customer churn has received significant attention in the

literature [23, 24]. Customer churn may occur when a customer is influenced

by his/her network to leave the telecom company or may exhibit the same ten-

dencies as others in the network because they share certain common traits, i.e.,

homophily [12]. For the same reasons, network analysis of telecom data helps

to improve customer acquisition through referrals [25, 26] or to grow customer

value [27, 28].
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2.2 External data monetization

As mentioned earlier, a common characteristic of all studies cited above is that

telecom data are used to improve the business of the same company that gen-

erates the data. However, these records could also be used to promote other

businesses. This manner of exploiting telecom data has received less attention

in the literature. [29] suggests methods to monetize mobile data but does not

consider proxies of personality traits and more importantly does not offer con-

crete results. Hence, this study will evaluate the value of telecom data collected

in the core activity of a specific company, including proxies of personality traits,

that could later be used to benefit a third-party business.

Beyond the telecom industry, [30] proposes a comprehensive overview of the

big data value chain from data generation to data monetization. This study

concludes that, although there is a big interest in data monetisation from the

business side, this topic has hardly been discussed in the literature. In particu-

lar, [31] suggests in their thematic review that the application of an external data

monetization should be clarified specifically for each industry generating signif-

icant data assets such as the telco industry. The study conducted by [32] is the

only one that shows this value in an empirical setting. That study investigates

the added value of data from an email provider (i.e. Yahoo) for an offline retail

department store. In the study, a communication network was created based

on 2-sided interactions through instant messages and emails. This network was

used to better estimate the probability that potential customers would make

purchases at the department store. The authors find superior performance from

acquisition models when network data are added to socio-demographic data;

for example, someone who has four contacts with other customers who made

purchases in the last six months is 35% more likely to become a customer in

the following six months. [32] consider only one business case, however, which
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raises the issue of whether the conclusions can be generalized. Moreover, the

network structure in that study is based on data from emails and instant mes-

sages. Other types of data, such as telecom data from a telecom company, could

be a better proxy for a customer’s social network.

2.3 Personality traits

A study by [13] discusses new opportunities of telecom data. Based on an exper-

imental setting in which participants were equipped with ad hoc mobile phones

for one year, they extracted data similar to call data records. Next, they de-

rived metrics from these records based on research in personality psychology.

These metrics were classified into a widespread 5 factor model of personality,

also called OCEAN (i.e., openness, conscientiousness, extraversion, agreeable-

ness and neuroticism), derived from [33] and measured through a questionnaire.

Although this study is based on a small sample of a specific population category

(i.e., 69 students of the same university), this telecom data-based approach is

considered more promising by the authors compared to other studies where per-

sonality traits are derived from social media data. The study reports a higher

mean increase in accuracy of 42% above random and the authors point out that

telecom data are already routinely collected by telephone companies while so-

cial media data require to install a tracking application on each mobile device.

While [13] is the only study that links telecom data to personality traits, a few

more studies have been conducted based on social media data. [34] illustrate

that there exist meaningful links between website-related Facebook likes, Face-

book profile features and the same 5 OCEAN personality traits as discussed

in [13]. Also, [35] were able to predict the big five personality traits based

on text analysis on the language used in Facebook status messages. Another

telecom data related study [36] uses an experimental setting to determine the
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extent to which telecom data can predict spending behaviours. However, this

study includes only 52 people living in the same building and utilizes supple-

mentary information that is not typically available to telecom companies (such

as bluetooth scans and survey responses).

2.4 Our study

The results presented above leverage the value of personality proxies variables

and network variables. However, in most cases, businesses do not have this

information. As this can be extracted from telecom data, there is a potential

opportunity for external data monetization. Indeed, [37] suggests that new

insights often come from new data available, mobile data in particular. However,

from the telecom company point of view, this investment might be risky as a

survey of [38] showed that 40% of investments in big data made by telephone

companies had not a positive impact on the profit or had even a negative return.

Furthermore, [4] warns that external data monetization is the most difficult way

to monetize data. Hence, the article advices decisions makers to start first by

assessing if there is a real potential in the data for this purpose. This is why,

in this paper, we investigate if is there any potential in the telecom data from

a third party businesses point of view.

In particular, our study builds on the above-discussed studies in several

ways. First, instead of using an experimental setting, as [13] and [36] did, this

study empirically investigates the value of telecom data for third-party busi-

nesses based on data from two European telecom companies. This study also

goes beyond the inclusion of telecom data by using network analysis-based vari-

ables that include the buying or non-buying behaviour of neighbours, as in [32].

Additionally, mobile behaviours linked to psychological traits of the customer,

which are created based on the telecom data, will be taken into account, includ-
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ing spatial data. Finally, to allow the findings to be generalized, the value of

these data will be investigated for 36 business in three different Data Contexts.

Based on the literature referenced above, this study will classify telecom com-

pany data into four categories within the following two dimensions: network-

related variables and mobile behaviour-based personality proxies (see Table 1).

Network-related variables are variables created based on the network structure

extracted from telecom data. This network structure is created in a manner

similar to that of [32] but is extracted from mobile interactions instead of email

interactions. Mobile behaviour-based personality proxies are variables extracted

from telecom data that measure the regularity, diversity, spatiality, gregarious-

ness and use intensity. These metrics are reported to be significantly correlated

with the 5 factors of the personality model discussed in [13]. Consequently, in

the first category, “Individual Demographics”, all socio-demographic variables

of the customers can be positioned. These are node-specific variables tradi-

tionally used in prospect selection models, unrelated to psychology or to any

linkage between customers. Second, “Network Business Adoption” includes the

buying behaviour of a customer’s network. These first two categories are not

directly related to personality traits. In contrast, “Individual Mobile Behaviour

(personality proxies)” contains personality-related variables that do not require

the identification of counter-parties, such as regularity, gregariousness, spatial

behaviour and use intensity. “Network Based Mobile Behaviour (personality

proxies)” also contains variables linked to psychological traits but these are

drawn from the network. More specifically, this category reflects the diversity

of the customer’s contacts, as previously identified by [13]. The variables in

each category of this study are discussed in more detail in the next section.
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Personalitytraitrelated?

No Yes

Network
Related

?

No 

«Individual Demographics» 
variables

Internal customer data(6),
local statistics(25)

«Individual Mobile 
Behaviour (personality

proxies)» variables

Regularity (11), gregariousness 
(5), spatial behavior (4) and use 
intensity (2) extractedfromCDR 

data

Yes

«Network Business Adoption» 
variables

Business Adoptionof neighbours
extractedfromCDR data (9)

«Network Based Mobile 
Behaviour (personality 

proxies)» variables

Diversityof contacts extracted
fromCDR data (6)

Table 1: Variable cartography of telecom company data (the numbers refer to
the numbers of features used in our study)

Figure 1: Framework of the methodological approach

3 Method

The following section discusses the methodological approach to perform this

study. This approach is illustrated in figure 1 and it includes the collection of

data (subsection 3.1), the specific datasets analysed in this study (subsection

3.2.), the extraction of features (subsection 3.3) and the predictive modelling,

this part including the evaluation of the performance (subsection 3.4.).

3.1 Data collection

From a general perspective, the first step of the methodological approach of

this study consists in collecting relevant data from telephone companies. In
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particular, there are two types of data which are needed: Call Data Records

and product and services usages. CDRs are rows which are generated for each

communication activity operated by the telephone company. The exact content

of the row depends on the telephone company database management system, but

it typically includes the id of the counterpart, the date of the event, the duration

(if relevant) and, in some cases, the location of the mobile phone at the moment

of the event. The usage of products and services of third party businesses

can also be detected trough CDRs, as long as these products and services are

operated trough mobile phone communications. Furthermore, some additional

products and services usages might be detected based on data ecosystems where

the telephone company is active. The specific data collection process of this

study are further described hereafter.

3.2 Data Description

In particular, this study explores the value of telecom data for third-party busi-

nesses in three different data contexts (DCs). The first DC is based on data

of a smaller European telecom company that has young prepaid customers as

target segment (28 years old on average). A large number of third-party busi-

ness activities are detected based on the CDR data of the customer. However,

this telecom company did not have spatial data available which slightly limits

the creation of Individual Mobile Behaviour personality proxies. In addition,

although clear payments or orders are identified in the telecom data, this pro-

vides only a partial customer view. Some unidentified customers might also have

transactions with the business since they bought the product or service without

using their mobile device. The second DC is designed to handle this last issue.

It is based on data of the same telecom company, but the third-party business

activity is identified in the customer relationship management system through a
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partnership between the telecom operator and a financial institution. This has

the advantage that it correctly identifies almost all consumers who are active

clients at the financial institution. The last DC is based on data of a second

telecom company. This is a larger company that serves the overall population

(47 years old on average) and includes both prepaid and postpaid consumers.

This company could also provide spatial data, which allows the creations of all

Individual Mobile Behaviour personality proxies. In this DC, the third-party

business activities are identified based on telecom data, similar to the first DC.

However, since this company targets an overall, less mobile savvy, population,

on average a lower percentage of business clients are identified than in DC 1.

Socio-demographic data, transactional data and Call Data Records were

collected from these companies in 2013 for the first telecom operator and 2017

for the second telecom operator. The CDR data include caller id, counter party

id, time stamp, type of communication (call or text message), the length of the

call and, only for the third data context, the location where the communication

took place. The data were collected from a sample of customers with regular

and normal mobile phone usage. Furthermore, customers that have extremely

low or high calling behaviour (i.e., those falling within the top or bottom 5%) are

not included in the sample. The final selection contains 98,570 customers for the

two first DCs and 904,947 customer for the third DC. For these three DCs, 36

unique business activities are identified, which are classified into 11 industries.

These business activities are represented into the three DCs as follows: 26 cases

for DC 1, one case for DC 2 and 21 cases for DC 3. Notice that 11 cases are

the same across DC 1 and 3. Appendix A provides more explanation on the

creation of these dependent variables.
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3.3 Data featurization

This research will investigate the value of telecom data for third-party busi-

nesses. More specifically, we will investigate the added value of these data in a

customer acquisition context. A model will be developed to estimate whether

a customer is interested in purchasing from a third-party business. Six months

of data are used: the first three months of data are allocated to the creation

of explanatory variables, and the last three months of data are used to observe

business activities at one of the third-party businesses. To explain which cus-

tomers have the highest probability of using these business activities, explana-

tory variables will be created based on data from the three months preceding

the dependent period. As presented in Table 1, these variables can be divided

into four categories. Descriptive statistics about these variables are available in

appendix B.

“Individual Demographics” includes all variables typically used in a tradi-

tional customer acquisition model. Because customer acquisition occurs at an

early stage in the customer journey, only limited data are available to differ-

entiate potential buyers from other individuals [39]. This study will consider

the gender, age and postal code of the customer, as well as two aggregated

geographical levels that are augmented with local statistics on taxable income,

buildings, household composition and age of the area in which the customer

lives (see Table 2). None of these variables are based on network relationships,

nor are they related to psychology. Because these are the traditional input

data used to support customer acquisition, this model will be considered the

benchmark.

The “Network Business Adoption” category contains 9 variables extracted

from telecom data (see Table 3). These variables are created based on the so-

cial network that can be extracted from the telecom data. In this network,
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Sub-category Feature

Local statistics

Income info Total net income divided by number of tax reports

% of tax reports with positive net income

Building type % of dwellings by building type (4 categories)

Land use Proportion of land registry surface area

Mean taxable value by hectares

Structure of population % of people by marital status (4 categories)

% of men

% of people by age category (9 categories)

% of family by number of people (3 categories)

Customer data Age of the customer

Postal code

3 aggregated geographical levels

Sex of the customer

Table 2: “Individual Demographics” variables

a customer, also called a node, can be linked through an edge with another

customer (or node) if there is sufficient interaction between them. This link

suggests certain behavioural similarities between the customer and his/her net-

work. There are different reasons for these similarities; they may be the result

of a direct influence during interactions between customers, or they may stem

from an indirect influence linked to certain inherent similarities (i.e. homophily)

or mutual exposure to exogenous shocks. These effects can be included using

network-based variables that account for the behaviour of neighbours towards

the third-party businesses. It is important to remark that from all four variable

categories; the Network Business Adoption variables are the most difficult to

operationalise. Network Business Adoption variables are specific to each third-

party business and necessitate additional data about the customer’s activity

at each third-party business. Hence, the creation of these variables requires a

closer collaboration between the mobile operator and the third-party business.

Besides these technical difficulties, the creation of these variables is also more

challenging from a legal perspective. The construction of these variables re-

quires not only the consent of the focal customer, but also the consent of all
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linked customers.

Following [40], two types of network-based variables are retrieved for each

customer: ego-based and clique-based. Ego-based variables are built by map-

ping the network around a particular customer (called the ego customer). The

focus is on the first degree neighbourhood (i.e., the direct contacts of the ego

customer) as suggested by [41], because taking neighbourhoods of higher orders

into account does not increase the explanatory power of the model. With re-

spect to clique-based variables, using the definition of graph theory, the network

is here a group, composed of the focal customer and a part of his/her first de-

gree neighbourhood, namely all neighbours who interact with one another. Note

that a customer can be part of multiple cliques. These two types of network-

based approaches are interesting to include in the study because the ego-based

approach analyses the diversity of behaviours around the customer while the

clique approach highlights the influence of small homogeneous groups to which

the customer belongs.

It is important that during the creation of the network, only edges that rep-

resent true relationships are included. Therefore, a threshold should be defined

to identify communications that represent true relationships between customers.

This threshold should not be set too low because it would assume relationships

between customers that do not actually exist. Conversely, if the threshold is too

high, the number of influences is significantly reduced [28]. Taking this trade-off

into account, the present study defines an edge between two customers if the

communication is bidirectional and includes at least 5 contact activities during

the first month of the observation period. This definition is consistent with [28].

Variables from the “Individual Mobile Behaviour” category are also ex-

tracted from the telecom data. These 18 metrics do not require the creation of

a network structure. This category comprises metrics that reflect the person-
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Sub-category Feature

Ego network Average % Network Business Adoption among neighbours of the customer

Average % Network Business Adoption among neighbours of the customer weighted by total communication

Dummy with a value of 1 if at least one neighbour has adopted the Business under consideration and a value of 0 otherwise

Number of neighbours of the customer who have adopted the Business under consideration

Total communication time spent with neighbours who have adopted the Business under consideration

Cliques Average % Business Adoption among cliques to which the customer belongs (customer excluded)

Average number of Business Adoptions among cliques to which the customer belongs (customer excluded)

Maximum % Business Adoption among cliques to which the customer belongs (customer excluded)

Maximum number of Business Adoptions among cliques to which the customer belongs (customer excluded)

Table 3: “Network Business Adoption” variables

Sub-category Feature

Gregariousness Portion of all calls that were initiated by the customer

Portion of all text messages that were initiated by the customer

% calls occuring between 11 p.m. and 5 a.m.

% incoming calls answered

% sms answered within one hour

Total number of call interactions

Spatial behaviour Average daily radius of gyration

Average daily distance traveled

Number of places visited

Entropy of places visited: large values indicate regular visits to many places

Use intensity Total number of call interactions

Total number of text message interactions

Regularity 6 coefficients of an autoregressive model for each customer based on the CDR observation period (3 months). 

Dependent variable: number of calls during a 6-hour period (each day being divided into 4 periods). Independent 

variables: lags of dependent variable (e.g., psy_ar4 coefficient associated with the number of calls made during the 

same period on the previous day)

Average time between two call events

Average time between two text messages

Variance of time between two call events

Variance of time between two text message events

Metric assessing the extent to which the customer is regular in his/her pattern of calls from one week to another

Table 4: “Individual Mobile Behaviour (personality proxies)” variables

ality of a customer, as suggested by [13]. More specifically, metrics linked to

regularity, gregariousness, spatial behaviour and use intensity are retrieved (see

Table 4). In particular, metrics linked to regularity include six coefficients of

an autoregressive model for each customer. Consequently, the implementation

of this feature for our specific case leads to the creation of 1 003 517 models i.e.

the sum of customer sets of the two telephone companies.

The last category, “Network Based Mobile Behaviour”, contains six personality-

related metrics designed to reflect the diversity of the customer’s contacts. De-

riving these personality-related metrics entails the creation of each customer’s

network based on telecom data. As shown in Table 5, this category includes
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Sub-category Feature

Diversity Number of different call contacts divided by number of call interactions

Number of different text message contacts divided by number of text message interactions

Entropy of call contacts: large values indicate regular contact with many contacts

Entropy of text message contacts: large values indicate regular contact with many contacts

Number of different contact persons (call)

Number of different contact persons (sms)

Table 5: “Network Based Mobile Behaviour (personality proxies)” variables

both features that capture the number of different contacts and features that

assess the extent to which a customer has regular contact with numerous people.

These features are also based on [13].

After the creation of the variables described above, the data are transformed

to increase their usability. First, missing values of quantitative variables are re-

placed by the mean and outliers (outliers 1% and 99%) are pruned to their

corresponding borders. The treatment of outliers not only avoids an overweight

of extreme values but also mitigates potential numerical issues linked to large

values. Indeed, even if the classifier used, i.e. logistic regression described in

the next section, is theoretically not sensitive to scaling, predictors with large

values in logistic regression might practically affect the numeric precision of

their corresponding coefficients if no treatment is done. Second, to reduce the

dimensionality of the dataset, categorical variables, such as postal code, are re-

placed by their corresponding weights of evidence (WOEs) during the modelling

process. WOE is a state-of-the-art technique used to transform categorical vari-

ables into quantitative variables, which is especially useful for variables that

contain many different values [42, 43]. After transformation, each original cate-

gorical variable is replaced by only one variable instead of n-1 dummy variables

(n being the number of categories).
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3.4 Modelling design

To investigate if there is any real value in the telecom data for external data

monetization, an appropriate methodology is needed. The following section

describes the methods used to develop our models and retrieve performance

metrics. For each model, we use a tenfold cross-validation process to ensure

the stability of our results. The training set (90% of observations) is split into

two tiers. The first tier, which includes 30% of the training set, is used to

compute the WOEs. These WOEs are then applied to the categorical variables

in the second tier (which comprises 70% of the training observations). Next,

a logistic regression model with a backward feature selection process (p-value

threshold: 0.01) is applied on the second set. This feature selection process

handles potential multicollinearity issues and ensures to reject the hypothesis

that the corresponding coefficients might be zero. This leads to a resulting

logistic model where the assumption of the linearity with the log odds holds in

the population.

This model estimates the relationship between the explanatory variables

obtained from the telecom company and third-party business activity in the

following manner:

P (Yi,j |Xi, Xi,j) =
1

1 + e−(β0,j+β1,j∗Xi+β2,j∗Xi,j
) (1)

where P (Yi,j |Xi, Xi,j) contains the estimated probability for prospect i for the

third-party business j assessed through maximum likelihood, Xi is a column vec-

tor of order 59 containing the values of the variables of “Individual Demograph-

ics”, “Individual Mobile Behaviour” and “Network Based Mobile Behaviour”

categories for prospect i, Xi,j is a column vector of order nine containing the

values of the variables “Network Business Adoption” category for prospect i

which depends on the specific third-party business j, β0,j is the intercept, β1,j
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is a vector of coefficients associated to Xi, and β2,j is a vector of coefficients

associated to Xi,j . More advanced techniques than logistic regression, such as

ensemble methods, could be used to increase performance; however, because

the aim of this study is to compare the value of different telecom data-related

features, a more interpretable regression-based technique is better suited to

evaluate the results. Indeed, [44] highlights that even companies innovating

in analytics still use regression techniques when understandable techniques are

needed.

The selected model is applied to the test set based on which the area under

the ROC curve (AUC) is computed. The AUC is frequently used as a perfor-

mance metric for binary classification techniques. It reflects the probability that

a randomly chosen positive case is better classified than a randomly chosen neg-

ative case. The average AUC across 10 runs is retained as a final performance

metric. For each business, at least five models are estimated: one for each of

the four categories of input variables, as well as one full model that includes

all categories. The benchmark model represents the targeting efficiency that

would be obtained with traditional socio-demographic and regional variables

(i.e., “Individual Demographics” variables). Next, this study will investigate

the improved explainability of third-party customer behaviour that is achieved

by adding the corresponding category(ies) of variable(s). The results are further

explained by calculating the relative importance of each variable in the models

using the method developed by [45]. This method uses uncorrelated transfor-

mations of the original variables to decompose the explained variance of the

model into contributions associated with each variable.
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4 Results

4.1 Data Context 1: multiple third-party business activi-

ties identified through telecom data for a young pre-

paid segment

Table 6 presents the main results by business category for DC 1. The third

column, “% Business”, represents the average percentage of people having ac-

tivities with this business category. The fourth column, “AUC base”, contains

the average AUC of the corresponding base models using “Individual Demo-

graphics” variables. The following columns report the mean increase in AUC

in percentage points by adding the corresponding variable category(ies). Indi-

vidual results by business activity are available in the Appendix C. Compared

to other marketing models (e.g., churn, cross-sell), the performance of an acqui-

sition model is typically lower because of the limited availability of data [39].

However, with an average AUC of 75.52% for all benchmark models, these mod-

els perform already well. Figure 1, which presents the relative importance of

the top 20 contributing variables for all full models, supports this finding: 12 of

the top 20 variables are base variables.

Adding psychological and network features derived from telecom data lead

to an average increase in AUC of 3.99%. This global result clearly shows the

value of telecom data for identifying potential customers in other industries.

However, this increase is not of the same order for all industries. Industries with

a low base model performance typically show a higher increase in performance

when the telecom data are included. A correlation of -53.73% (p-value: 0.0046)

is observed between the base model AUC and the improved AUC of the full

model.

Considering the AUC improvements separately by variable category, several
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Industry
Nb 

Business
% 

Business
AUC 
base

Delta AUC

Network 
Business 
Adoption

Individual
Mobile 

Behaviour

Network 
Based
Mobile 

Behaviour

All 
Personality
Proxies*

All

App&soft 3 0.60% 71.72% 0.79% 1.47% 1.40% 1.86% 2.17%

Charity 1 1.10% 71.07% 1.11% 1.03% 0.01% 1.19% 2.21%

Entertainment 3 0.87% 73.86% 1.02% 4.04% 3.49% 4.82% 5.52%

Information 2 1.57% 77.11% 1.01% 6.15% 6.75% 7.15% 7.40%

Parking 2 2.92% 71.48% 0.91% 1.54% 1.84% 2.30% 3.03%

Public Transport 1 14.61% 73.21% 2.78% 1.30% 1.08% 1.47% 3.64%

Radio 4 0.97% 75.25% 1.98% 3.54% 3.29% 4.14% 5.05%

Smartphone 1 10.96% 57.22% 3.09% 4.64% 3.27% 5.45% 7.19%

Taxi 5 0.67% 90.30% 0.74% 1.30% 1.28% 1.63% 1.88%

Television 4 1.00% 68.89% 2.50% 2.29% 2.08% 2.68% 4.31%

All 26 1.97% 75.52% 1.46% 2.64% 2.47% 3.17% 3.99%

Table 6: DC 1 - Main results (* The All Personality Proxies column displays
the delta AUC using both individual and Network Based Mobile Behaviour
variables)

differences across industries can be observed. In general, “Individual Mobile Be-

haviour” variables lead to the most significant AUC increase (2.64%), followed

closely by “Network Based Mobile Behaviour” variables (2.47%). Nevertheless,

the combination of the three categories still achieves significantly better perfor-

mance (3.99%). This result shows that each variable category adds value to the

other categories.

This added value varies across categories. To analyse the differences, it is use-

ful to combine the personality proxy variables (i.e. Individual Mobile Behaviour

and Network Based Mobile Behaviour) into one aggregated category, which will

be labelled “All Personality Proxies”, and then to compare this aggregated

category with the Network Business Adoption category. This segmentation is

implemented for two reasons. First, from a marketing perspective, personality

proxy variables may indicate the need to contact the potential customer directly

through an offer tailored to his/her profile. In contrast, network business vari-

ables may indicate the need to contact the prospect indirectly through his/her

network. Second, from an operational perspective, Personality Proxy variables
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8.33%

5.41%
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4.35%

3.06%
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1.40%

1.02%

2.81%

2.29%

1.14%

0.00% 5.00% 10.00% 15.00% 20.00% 25.00%

Second aggregated geographical level

First aggregated geographical level

Age of the customer

Sex of the customer

% of people by civil status (4 features)

% sms answered within one hour

Postal code

% of tax reports with positive net income

Average time between two call events

% of people by age category (7 features)

Number of different contact persons (call)

% of dwellings by kind of building (4 features)

Number of different contact persons (sms)

% calls occuring between 11 p.m. and 5 a.m.

Average time between two text messages

Mean taxable value by hectares

% of family by number of people

Entropy of contacts sms

Total net income divided by number of tax reports

Total number of text messages interactions

Individual demographics Network Business Adoption Individual Mobile Behaviour Network Based Mobile Behaviour

Figure 2: DC 1 : Relative importance of the top 20 contributing variables across
all full models

are independent of the third-party business involved and thus technically and

legally easier to create and monetize. Given these differences, the following

approach is suggested. First, the value of all personality variables should be

assessed, because these variables can be retrieved at a lower cost. Next, the

potential incremental value of network business variables should be computed.

Taking all mobile behaviour-based Personality Proxies into account results

in an average increase of 3.17%. Hence, 0.82% of the overall increase is specific

to Network Business Adoption variables. This result is in line with the relative

importance of each variable category over all full models, which is depicted in

Figure 2. This figure shows that network business adoption variables account

for only 2.72% of the explained variance of these models, whereas personality

proxy variables account for 22.76% of the variation.
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74.52%

2.72%

14.95%

7.81%

Individual demographics

Network Business Adoption

Individual Mobile Behaviour

Network Based Mobile

Behaviour

Figure 3: DC 1 : Relative importance of variable categories over all full models

Figure 3 shows the relative weight of Network Business Adoption variables in

the full model by industry. A clear distinction can be made between industries

in which this type of variable has an impact and those in which it does not.

Specifically, the importance of Network Business Adoption variables is at least

11.85% for the Public Transport and Smartphone industries, whereas it is less

than 3.80% for other industries. This result is consistent with Table 6, which

shows significant differences in predictive performance for these industries when

comparing the model with network-based variables (i.e., the full model) to the

model without network-based variables (i.e., the All Personality Proxies model).

Next, the data were used to search for distinctive factors that differentiate

businesses where Network Business Adoption variables have an impact and those

in which they do not. Interestingly, a positive correlation of 39.91% (p-value:

0.0434%) can be observed between the percentage of customers using third-

party products or services (i.e., % of business) and the AUC increase resulting

from the inclusion of Network Business Adoption variables. This correlation

shows that for businesses with a high penetration rate the customer network

adds more value.
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Figure 4: DC 1: Relative importance of Network Business Adoption variables

4.2 Data Context 2: Finance third-party business activity

for a young prepaid segment

Table 7 shows the main results for DC 2 with the same meaning of columns as

table 6. In this case, the business activity represents if a customer is client at a

large financial institution. This activity is identified in the customer relationship

management system through a partnership with the institution. Hence, all

consumers who are active clients at the financial institution could be identified.

This is visible in the % business column, which is clearly higher than the business

activities identified in DC 1. In addition, this number is in line with the average

market share of the financial institution. Further, table 7 shows that the base

model performance is particularly low (56.56%). Since this is a general business,

traditional Individual Demographical variables are not able to distinguish clients

from others.

The inclusion of mobile derived features leads to an AUC increase of 9.77%.

This result is consistent with the results of the first DC as low base models
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Industry
Nb 

Business

% 

Business

AUC 

base

Delta AUC

Network 

Business 

Adoption

Individual

Mobile 

Behaviour

Network 

Based

Mobile 

Behaviour

All 

Personality

Proxies*

All

Finance 1 25.70% 56.56% 8.16% 1.29% 1.81% 2.68% 9.77%

Table 7: DC 2 - Main results (* The All Personality Proxies column displays
the delta AUC using both Individual and Network Based Mobile Behaviour
variables)

are correlated with high overall improvements. However, a closer inspection of

this table shows that 7.09% of this global improvement is only due to Network

Business Adoption which is high in comparison to the results of DC 1. This

is also confirmed in Figure 5, which shows that the relative importances of the

Personality Proxy variables is quite equal to the averages of all business activities

in DC 1, while the importance of the Network Business Adoption variables is

with 66,51% a lot higher than the average percentage in DC 1 (i.e. 2,72%).

This aligns with the insight from DC 1 that businesses with a high percentage

of customers, in this case 25.70%, benefit more from Network Business Adoption

variables.

Figure 4 presents the specific variables that drive this increase. We see that

the importance is particularly high for both the weighted and the unweighted

percentage of neighbours that are also client at the financial institution. Fur-

ther, the total communication time spend with neighbours who are client at the

financial institution has an impact. This indicates that not only the number of

neighbouring clients, but also the strength of the relationships has an impact on

the social influence or homophily effect. Further, on top of these ego-based net-

work variables, also a clique-based variable adds value. This means that small

homogenous groups have additional impact on top of their individual influence.

However, as previously mentioned, the Network Business Adoption variables

are the most difficult to operationalise since it requires a close collaboration
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Number of different contact persons (call)
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Total number of text messages interactions
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Portion of all calls that were initiated by customer
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Average time between two call events

Variance of time between two call events

% incoming calls responded

% of people by civil status (4 features)

% of family by number of people

Individual demographics Network Business Adoption Individual Mobile Behaviour Network Based Mobile Behaviour

Figure 5: DC 2 : Relative importance of the top 20 contributing variables across
all full models

between the telecom operator and the third-part business. In addition, with

the emergence of data protection regulations, besides the explicit consent of the

focal customer also the consent of linked customers is required to operationalise

this approach. Probably an organisation will not be able to collect the consent

of all customers. To assess the consequences of this partial identification, we

conducted a simulation study in which the business activity identification of the

financial institution is randomly cleared for a fraction of customers.

Figure 6 presents the result of this simulation for a percentage of customers

varying from 0.5% to the natural percentage of this business (i.e. 25.70%). This

graph shows that if only a limited number of customers can be identified (in

this case less than 6%), the Personality Proxy variables are more valuable. The

model performance based on Individual Demographic and Personality Proxy

variables slightly increases when more business clients can be identified since
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Network Business Adoption

Individual Mobile Behaviour

Network Based Mobile Behaviour

Figure 6: DC 2 : Relative importance of variable categories over all full models

this helps the model to better estimate the coefficients of the independent vari-

ables. However, this performance impact is much stronger for Business Network

Adoption variables. In other words, if sufficient business activity exists and this

can be legally used, Business Network Adoption variables have a lot of potential.

4.3 Data Context 3: multiple third-party business activi-

ties identified through telecom data for an overall pop-

ulation

The main difference between DC 3 and DC 1 is that the telecom operator has

a more general population and relies on four additional spatial behaviour vari-

ables to calculate the Individual Mobile Behaviour variables that are a proxy

for personality traits. In order to increase the comparability between DC 1 and

DC 3, Table 8 reports the main results by business category for DC 3 based

on the same input variables as DC 1 (see Table 6), thus, without the spatial

variables. Next, table 9 presents a similar table, but the results are based on

models augmented with the four additional spatial variables. Individual results

by business activity are available in the Appendix D. With an average AUC of
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Figure 7: DC 2 - Result simulation where varying fraction of customers is not
identified

83.31%, the base models perform already very well in identifying third-party

businesses customers. The incremental value of telecom data is still high: on

average 4.21% (without spatial variables) which is similar to the result reported

in DC 1 (i.e. 3.99%). The addition of spatial data increases this incremental

value with another 0.76% to 4.97% (see table 9). This is also reflected in a larger

relative importance of Individual Mobile Behaviour variables compared to DC

1 (22.88% for DC 3 in Figure 8 vs. 14.95% for DC 1 in Figure 2). Figure 7

presents that half of the top 20 most important variables are Mobile Behaviour

Based Personality Proxy variables from which three of the four created spatial

behavioural variables are included. When comparing the full model in table 9

and 8, we can identify the four business categories that benefit the most from

the addition of Mobile Behaviour variables, namely Smartphone (delta AUC:

2.46%); Parking (delta AUC: 1.83%); Television (delta AUC: 1.39%) and En-

tertainment (delta AUC: 1.00%). In general, the percentage of clients identified

is smaller than DC 1: 1.07% for DC 3 compared to 1.97% for DC 1. This
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can be explained by the more diversified consumer base which is less mobile

savvy than the younger consumer base in DC 1. As a result, in line with the

insights of DC 1 and DC 2, the average added value of the Network Business

Adoption variables is limited (i.e. 0.61% in Figure 8). However, this differs per

industry and is again highly correlated with the percentage business (87.31%,

p-value: <0.0001), which is consistent with results of DC 1. In addition, Figure

9 presents that the same industries as in DC 1 show the highest relative impor-

tance for Business Network Adoption variables, namely Smartphone industry

(4.82%), Parking (1.65%) and Public Transport (1.53%).

The link between a low Base model and a high overall AUC increase resulting

from telecom data augmentation is also confirmed (correlation: -66.71%, p-

value: 0.001%). Further, industries with a high penetration rate are significantly

correlated with a low base model performance (correlation: -46.16%, p-value:

0.0352). Especially for these organisations telecom data might be valuable. This

last result should be carefully interpreted though. This negative correlation was

also observed for DC 1 but was not significant (correlation: -32.76%, p-value:

0.1023), which could be due to the fact that correlations were calculated on a

statistically limited number of business.

5 Discussion

When we aggregate the results of the three data contexts interesting insights

could be revealed. First, businesses for which demographical variables are in-

sufficient to identify clients well, resulting in a lower base model performance,

benefit more from telecom data. This result is in line with the study of [32],

which shows that the value of an email based consumer network was higher

when fewer relevant customer data are available. These businesses with a low

base model performance tend to be more general businesses, having a higher
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Industry
Nb 

Business

% 

Business

AUC 

base

Delta AUC

Network 

Business 

Adoption

Individual

Mobile 

Behaviour

Network 

Based

Mobile 

Behaviour

All Personality

Proxies*
All

App&soft 1 1.52% 60.01% 0.65% 3.34% 4.08% 4.73% 4.73%

Entertainment 3 0.28% 77.50% 0.24% 7.63% 5.88% 8.40% 8.45%

Information 4 1.23% 78.33% 0.72% 4.95% 4.59% 5.57% 5.67%

Parking 1 2.20% 81.05% 1.09% 2.23% 2.83% 3.47% 4.00%

Public

Transport
2 2.04% 89.67% 0.70% 1.50% 0.69% 1.55% 1.85%

Radio 2 0.50% 86.71% 0.42% 1.72% 1.63% 2.07% 2.34%

Smartphone 1 6.26% 65.52% 2.05% 4.80% 3.12% 4.92% 5.69%

Taxi 6 0.25% 94.97% 0.06% 1.16% 0.65% 1.28% 1.28%

Television 1 0.10% 74.52% 0.56% 9.94% 5.61% 9.84% 9.84%

All 21 1.07% 83.31% 0.50% 3.64% 2.87% 4.07% 4.21%

Table 8: DC 3 - Main results, excluding spatial behaviour variables (* The All
Personality Proxies column displays the delta AUC using both individual and
Network Based Mobile Behaviour variables)

number of customers.

Second, given the data contexts of our studies, variables related to personal-

ity traits usually prevail on Network Business Adoption variables. This is an in-

teresting result since it contradicts the focus of current academic research. Most

marketing studies that include telecom data, only consider the use of network

analysis to create Network Business Adoption variables, but ignore the potential

value of Personality Proxy variables [23, 25, 27, 46, 28, 22, 26, 47]. However,

the predominant performance of Mobile Behaviour Based Personality Proxies

needs to be put into perspective. This is the case if the percentage of identified

business clients is limited. This small percentage can occur either because the

business is a niche business or because of limitations in matching consumers due

to data technical or privacy regulation reasons. Unlike Personality Proxy vari-

ables, the value of Business Adoption Network variables is strongly linked to the

percentage of identified business clients: the more the better. This can be ex-

plained by two reasons. First, from a social influence perspective, [48] maintain

that for efficient network influence, a person should have a minimum number of

previously influenced contacts. Second, even if the Business Adoption Network
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Industry
Nb 

Business

% 

Business

AUC 

base

Delta AUC

Network 

Business 

Adoption

Individual

Mobile 

Behaviour (incl. 

spatial 

behaviour) 

Network 

Based

Mobile 

Behaviour

All Personality

Proxies* (incl. 

spatial 

behaviour)

All (incl. 

spatial 

behaviour)

App&soft 1 1.52% 60.01% 0.65% 3.49% 4.08% 4.82% 4.83%

Entertainment 3 0.28% 77.50% 0.24% 8.74% 5.88% 9.41% 9.45%

Information 4 1.23% 78.33% 0.72% 5.93% 4.59% 6.38% 6.47%

Parking 1 2.20% 81.05% 1.09% 4.76% 2.83% 5.37% 5.83%

Public

Transport
2 2.04% 89.67% 0.70% 2.52% 0.69% 2.53% 2.78%

Radio 2 0.50% 86.71% 0.42% 2.57% 1.63% 2.72% 2.97%

Smartphone 1 6.26% 65.52% 2.05% 7.36% 3.12% 7.45% 8.15%

Taxi 6 0.25% 94.97% 0.06% 1.32% 0.65% 1.43% 1.43%

Television 1 0.10% 74.52% 0.56% 11.25% 5.61% 11.23% 11.23%

All 21 1.07% 83.31% 0.50% 4.52% 2.87% 4.84% 4.97%

Table 9: DC 3 - Main results, including spatial behaviour variables (* The All
Personality Proxies column displays the delta AUC using both individual and
Network Based Mobile Behaviour variables)

variables would only capture homophily, from a variable construction perspec-

tive, [49] support that some patterns can only be identified with a large amount

of data. In particular, [42] have set-up a simulation, similar as in our study,

in which the value of a behavioural similarity model was assessed depending

on different amounts of data. They conclude that that as more seed customers

become available, more focal customers will receive a non-trivial score. In other

words, these network-based variables are constructed based on what they call

fine-grained behaviour data, for which there continues to be substantial value

to increasing the data size. Consequently, companies with a high market pene-

tration, such as the financial institution in DC 2, can potentially benefit a lot

from network analysis and the creation of Network Business Adoption variables.

Nevertheless, this will require a close collaboration with the telecom operator

and strategic investments to collect explicit consent from many customers to

process their data for this purpose.

Third, this study provides interesting insights concerning the Network Busi-

ness Adoption variable. Based on the financial institution case discussed in DC

2, we find that within this category, ego-based variables are most important.
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Figure 8: DC 3 : Relative importance of the top 20 contributing variables across
all full models

This type of variables is also mostly discussed in the literature (e.g., [32]. How-

ever, clique-based variables, as proposed by [40], can measure additional effects

on top of the ego-based variables. This can be linked to the study by [50], which

is also based on data from a German retail bank. They point to the social en-

richment theory to explain the lower churn rate and higher customer lifetime

value of referred customers. In essence, the social enrichment theory implies

that the relationship with a firm is enriched due to the presence of another

linked customer. This can create functional benefits such as the discussion and

education of specific products and services [51]. Moreover, this social bounding

mechanism could increase the trust in the company. All this is particularly

relevant for financial institutions. The fact that a clique-based variable has a

positive significant influence on top of ego-based network variables may indicate
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Figure 9: DC 3 : Relative importance of variable categories over all full models

that this bounding mechanism is even stronger when the linked customers are

also connected.

Fourth, spatial data are key to develop better Personality Proxy variables

through Mobile Behaviour and as a result improve the identification of third-

party businesses. More specifically, the Smartphone, Parking, Television and

Entertainment industry benefit most from this. The fact that Parking is on the

second position illustrates that the Individual Mobile Behaviour variables are

only proxies for Personality traits. In this case, the improved predictive perfor-

mance is most likely due to the direct link between mobility and the need for

this business activity. Nevertheless, this direct link does not exist for the other

three business categories. In these cases, the relationship could be mediated

by personality traits [13]. Although the spatial behaviour variables contribute

to the prediction of all 5 personality factors, [13] detected a particularly strong

link with Neuroticism. This personality factor represents the tendency towards

feeling unpleasant emotions, going from calm to emotional. In an experimen-

tal study, [52] investigate the correlation between the big five personality traits

and the determinants of computer choice, where especially Neuroticism showed

the strongest correlations in the study. Assuming that the purchase process of
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Figure 10: DC 3: Relative importance of Network Business Adoption variables

smartphones is similar to computers, this study supports the supposition that

the increased predictive performance resulting from spatial behaviour variables

might be due to the mediation of personality traits. In another survey-based

study, [53] associate the big five personality traits with impulse buying tendency.

Also in that study, neuroticism has the highest influence, besides conscientious-

ness and extraversion, that have a smaller significant impact. A lot of the busi-

ness activities in the Television and Entertainment category are closely linked

to impulse behaviour. They require to pay using a text message in order to

win a lottery prize, chat or receive “astrology prediction” about the future (see

Appendix A). Hence, also this study supports the assumption that personality

traits are mediating the relationship between spatial behaviour variables and

business activity.

Fifth, this study compares the added value of telecom data across multiple

industries. Figure 10 positions each business category based on the relative

importance weights of Network Business Adoptions and the Personality Proxy

variables in predicting third-party business activities. Further, the average per-



37

centage of people having business activities in the category is represented by the

bubble size in the graph. DC 2 (i.e. the financial institution) is not included

for visibility reasons (for this DC, we refer to Figure 5). To increase the compa-

rability, the relative importance of the Personality Proxy variables is calculated

excluding the spatial behaviour variables, which were not available in DC 1. A

colour coding distinction is made between business categories from DC 1 and

DC 3. Also, please note that the underlying businesses within the same business

category can differ between the two data contexts (see Appendix A). Despite

these differences, interesting insights could be observed from Figure 10. Again,

the larger the percentage of identified customers represented by the bubble size,

the greater the impact of Network Business Adoption variables. However, this

does not only determine the impact of Network Business Adoption variables.

For example, in DC 1, more clients are identified for the Public Transporta-

tion business activity (i.e. 14.61%) than the Smartphone business activity (i.e.

10.96%). Nevertheless, the importance of Network Business Adoption variables

is much larger for Smartphones (i.e. 19.73%) than Public Transportation (i.e.

11.85%). This signals that also the type of business has an impact on the value

of these variables. Smartphones are more hedonic products with a lot of visibil-

ity. Hence, we can expect that more social influence, captured by the Network

Business Adoption variable, will take place for this business activity than for a

functional product such as the use of public transportation. On the other hand,

the graph also clearly illustrates that the importance of Personality Proxies does

not depend on the percentage of customers identified.

From the perspective of the third-party businesses, these results may sug-

gest the development of a tailor-made data acquisition strategy based on a

cost-benefit assessment. On the one hand, leveraging variables in an acquisition

model generate basic costs of treatment whatever their categories. However,
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Figure 11: DC 1 and DC 3: Relative importance of Network Business Adoption
variables vs. All Personality Proxy variables (spatial behaviour excluded)

while Individual demographic variables do not require additional specific treat-

ments, this is not the case for the other types of variables. For Network Business

Adoption variables, this additional treatment is mainly driven by the needed of

a deeper collaboration between the telephone company and the third-party busi-

nesses. With respect to Personality Proxy variables, the specific treatment of

these variables relates to their sensitive nature. It should offer additional guar-

antees of data protection against any undesired disclosure or misuse compared

to other variables. On the other hand, the four categories of variables do not

lead to the same acquisition model improvements. In general, depending on

the added value of telecom data, three scenarios could be identified. For cer-

tain businesses, such as the cases of the Taxi industry, the use of Individual
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Demographic data achieves highly accurate acquisition models (AUC base for

Taxi: 90.30% for DC 1 and 94.97% for DC 3). Personality Proxy variables add

some value (delta AUC for Taxi: 1.63% for DC 1 and 1.28% for DC 3), but this

improvement should be compared to the cost of acquiring the data. For other

businesses, such as the Information industry (but also App&Soft), utilizing the

base variables alone generates low to average acquisition models (AUC base for

Information: 77.11% for DC 1 and 78.33% for DC 3), whereas the addition

of Personality Proxy variables substantially improves the model, nearly reach-

ing the maximum improvement of the full model (delta AUC for Information:

7.15% for DC 1 and 5.57% for DC 3). In other words, the Network Business

Adoption variables do not add a lot of value on top of this. For a third type

of businesses, such as the Smartphone business category, utilizing Individual

Demographical variables alone also generates low to average acquisition models

(AUC base for Smartphone: 57.22% for DC 1 and 65.52% for DC 3). Personality

Proxy variables have some value for these industries (delta AUC personality for

Smartphone: 5.45% for DC 1 and 4.92% for DC 3), but the combination of both

personality traits and network-related business adoption variables generates an

even more substantial improvement (delta AUC all for Smartphone: 7.19% for

DC 1 and 5.69% for DC 3). Consequently, an incremental approach is recom-

mended. Managers should first try to develop an acquisition model with the

base variables. If this model does not perform adequately, the inclusion of per-

sonality variables should be considered next because these variables may deliver

a superior performance compared to network analysis-based variables. Finally,

if the model is still inadequate, Network Business Adoption variables should

be considered. Especially organisations with a high market penetration could

benefit from this last approach to improve their prospect selection campaigns.
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6 Conclusion

The study reported in this paper aims to evaluate the presence of a potential

value for third party businesses in telecom data. To support this hypothesis,

the paper addresses the challenges and opportunities in collecting and analyz-

ing such data. In particular, a deep analysis including complex data treatments

and more than 1 million models has been led on the big data collected from

two European telecom companies, for 36 business opportunities classified into

11 industries. Based on the literature review, this study proposes a framework

that organises extracted features from telecom data in two dimensions: network

variables and personality proxies. Network variables are features that represent

the influence of others in the customer’s network. Personality traits measure

the diversity of contacts, gregariousness, regularity of mobile use and spatial

behaviour. These Mobile Behaviour variables should relate to the five factor

model of personality. Based on these two dimensions, four categories of vari-

ables could be identified: Demographic, Network Business Adoption, Individual

Mobile Behaviour and Network Based Mobile Behaviour variables. This study

is the first to use this framework to empirically investigate the added value of

telecom data for third-party decision processes.

In term of managerial implications, the results of the analyses confirm the

expectations of managers that telecom data can be valuable to third-party de-

cision processes [3]. The results show that all telecom data categories improve

a traditional model which selects prospects based on demographic variables.

In general, Personality Proxy variables (i.e. Individual Mobile Behaviour and

Network Based Mobile Behaviour variables) predominate in this improvement.

These Personality Proxy variables are in particular useful to support smaller

niche businesses. Besides the fact that the impact of the variables is less re-

lated to the business size, they can be directly implemented since they are not
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specific to the third-party business. This insight contributes to previous studies

that investigate the value of telecom data, which usually focus exclusively on

the extraction of a consumer network. Large companies with a high market

penetration however, could opt for a deeper collaboration by creating Network

Business Adoption variables.

As discussed in the introduction, the implementation of the external data

monetization strategy proposed here requires significant investments from the

telecom company and will have a cost for the third-party business. The results

established in this paper will support the strategy definition of the telecom

company by offering the identification the most relevant target businesses. In

parallel, they offer important insights to the potential buyers to estimate the

potential return on this kind of investment.

The study presented here paves the way for several complementary future

research. Indeed, this study has enhanced the existence of a value of the pro-

posed traits for third parties, in particular in their customer acquisition process.

The next natural step towards the development of the target decision support

systems will be the development of a monetisation model of the benefits and cost

assessment models both for the telecom Data owner and the third party buyer.

Then, will come the conception of an architecture integrating these model with

ours.

Beside this specific project, other extensions of the presented results would

benefit from more investigation. First, the focus of this study is on improving

the decisions regarding third-party businesses. Future research could study the

value of personality trait data extracted from telecom data for improving the

internal decision process of telecom companies, for example, by predicting churn.

In addition, these Mobile Behaviour Personality Proxies could also be used to

investigate the impact of different communication channels. Lastly, this study
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points to the legal need to collect explicit consent for their data to be used.

Future research could investigate in more detail the best approach from a legal

and consumer privacy calculus perspective to collect this consent. In particular,

this approach should shed some light on the acceptable usages of this data.

Indeed, as highlighted in this study, assessing personality traits of customers

has business value but it should not lead to potential misuses such as political

ad targeting2 [54].

Author Disclosure Statement

No conflicts to disclose.

Funding Information

No funding information to declare.

References

[1] Bart Baesens, Ravi Bapna, James R Marsden, Jan Vanthienen, and J Leon

Zhao. Transformational issues of big data and analytics in networked busi-

ness. MIS quarterly, 40(4), 2016.

[2] Foster Provost and Tom Fawcett. Data science and its relationship to big

data and data-driven decision making. Big data, 1(1):51–59, 2013.

[3] EMC2 Capgemini. Big & fast data: The rise of insight-driven business,

2013.

[4] Barbara H Wixom and Jeanne W Ross. How to monetize your data. MIT

Sloan Management Review, 58(3), 2017.

2We thank an anonymous reviewer for this remark.



REFERENCES 43

[5] Mohsen Bahrami, Burcin Bozkaya, and Selim Balcisoy. Using behavioral

analytics to predict customer invoice payment. Big data, 8(1):25–37, 2020.

[6] Lili Zhang, Jennifer Priestley, Joseph DeMaio, Sherry Ni, and Xiaoguang

Tian. Measuring customer similarity and identifying cross-selling products

by community detection. Big Data, 2020.

[7] Sobhan Sarkar, Sammangi Vinay, Rahul Raj, Jhareswar Maiti, and Pabitra

Mitra. Application of optimized machine learning techniques for prediction

of occupational accidents. Computers & Operations Research, 106:210–224,

2019.

[8] ITU. Measuring the information society report 2017, 2017.

[9] Christian Colot and Isabelle Linden. From mobile data towards better

customer knowledge: proposals for an information framework. Procedia

Computer Science, 52:75–82, 2015.

[10] Christian Colot, Isabelle Linden, and Philippe Baecke. A survey on mobile

data uses. International Journal of Decision Support System Technology

(IJDSST), 8(2):29–49, 2016.

[11] David Godes and Dina Mayzlin. Using online conversations to study word-

of-mouth communication. Marketing science, 23(4):545–560, 2004.

[12] Miller McPherson, Lynn Smith-Lovin, and James M Cook. Birds of a

feather: Homophily in social networks. Annual review of sociology, 27:415–

444, 2001.

[13] Yves-Alexandre de Montjoye, Jordi Quoidbach, Florent Robic, and

Alex Sandy Pentland. Predicting personality using novel mobile phone-

based metrics. In Social computing, behavioral-cultural modeling and pre-

diction, pages 48–55. Springer Verlag, Berlin, 2013.



44 REFERENCES

[14] Talia Gerstle, Maya Hardimon, Galen Hunt, Iona Main, Liza Paudel, Daniel

Pontón, Sri Harshita Rallabhandi, Kaitlin Roh, Maria Romano, Emily

Tenenbom, and Julia Tuttle. Assessing the use of call detail records (cdr)

for monitoring mobility and displacement, 2021.

[15] Council of European Union The European Parliament. On the protection

of natural persons about the processing of personal data and on the free

movement of such data, and repealing directive 95/46/ec (general data

protection regulation). Official Journal of the European Union, 679:1–88,

2016.

[16] Yuan Li. Theories in online information privacy research: A critical review

and an integrated framework. Decision Support Systems, 54(1):471–481,

2012.

[17] Christian Colot, Philippe Baecke, and Isabelle Linden. Alternatives for

telco data network: the value of spatial and referral networks for churn

detection. Information Systems Management, pages 1–19, 2021.

[18] Christian Colot, Philippe Baecke, and Isabelle Linden. Leveraging fine-

grained mobile data for churn detection through essence random forest.

Journal of Big Data, 8(1):1–26, 2021.

[19] Sophia Daskalaki, Ioannis Kopanas, M Goudara, and N Avouris. Data

mining for decision support on customer insolvency in telecommunications

business. European Journal of Operational Research, 145(2):239–255, 2003.

[20] Shin-Yuan Hung, David C Yen, and Hsiu-Yu Wang. Applying data min-

ing to telecom churn management. Expert Systems with Applications,

31(3):515–524, 2006.



REFERENCES 45

[21] Ron Kahan. Using database marketing techniques to enhance your one-to-

one marketing initiatives. Journal of Consumer Marketing, 15(5):491–493,

1998.

[22] Irit Nitzan and Barak Libai. Social effects on customer retention. Journal

of Marketing, 75(6):24–38, 2011.

[23] Aimée Backiel, Bart Baesens, and Gerda Claeskens. Predicting time-to-

churn of prepaid mobile telephone customers using social network analysis.

Journal of the Operational Research Society, 67, 2016.

[24] Wouter Verbeke, Karel Dejaeger, David Martens, Joon Hur, and Bart Bae-

sens. New insights into churn prediction in the telecommunication sector:

A profit driven data mining approach. European Journal of Operational

Research, 218(1):211–229, 2012.

[25] Ina Garnefeld, Andreas Eggert, Sabrina V Helm, and Stephen S Tax.

Growing existing customers’ revenue streams through customer referral

programs. Journal of Marketing, 77(4):17–32, 2013.

[26] Iris Roelens, Philippe Baecke, and Dries F. Benoit. Identifying influencers

in a social network: The value of real referral data. Decision Support

Systems, pages –, 2016. Online before print.

[27] Shawndra Hill, Foster Provost, and Chris Volinsky. Network-based market-

ing: Identifying likely adopters via consumer networks. Statistical Science,

21(2):256–276, 2006.

[28] Liye Ma, Ramayya Krishnan, and Alan L Montgomery. Latent homophily

or social influence? an empirical analysis of purchase within a social net-

work. Management Science, 61(2):454–473, 2014.



46 REFERENCES

[29] H Cao, WS Dong, LS Liu, CY Ma, WH Qian, JW Shi, CH Tian, Yu Wang,

David Konopnicki, Michal Shmueli-Scheuer, et al. Solomo analytics for

telco big data monetization. IBM Journal of Research and Development,

58(5/6):9–1, 2014.

[30] Abou Zakaria Faroukhi, Imane El Alaoui, Youssef Gahi, and Aouatif

Amine. Big data monetization throughout big data value chain: a compre-

hensive review. Journal of Big Data, 7(1):1–22, 2020.

[31] Payam Hanafizadeh and Mohammad Reza Harati Nik. Configuration of

data monetization: A review of literature with thematic analysis. Global

Journal of Flexible Systems Management, 21(1):17–34, 2020.

[32] Sharad Goel and Daniel G Goldstein. Predicting individual behavior with

social networks. Marketing Science, 33(1):82–93, 2014.

[33] Robert R McCrae and Oliver P John. An introduction to the five-factor

model and its applications. Journal of personality, 60(2):175–215, 1992.

[34] Michal Kosinski, Yoram Bachrach, Pushmeet Kohli, David Stillwell, and

Thore Graepel. Manifestations of user personality in website choice and

behaviour on online social networks. Machine Learning, 95(3):357–380,

2014.

[35] Gregory Park, H. Andrew Schwartz, Johannes C. Eichsteadt, Margaret L

Kern, Michal Kosinski, David J. Stillwell, Lyle H. Ungar, and Martin E P

Seligman. Automatic personality assessment through social media lan-

guage. Journal of Personality and Social Psychology, 108(6):1–25, 2015.

[36] Vivek K Singh, Lindsay Freeman, Bruno Lepri, and Alex Sandy Pentland.

Predicting spending behavior using socio-mobile features. In 2013 Interna-



REFERENCES 47

tional Conference on Social Computing (SocialCom), pages 174–179. IEEE,

2013.

[37] Eric T Bradlow, Manish Gangwar, Praveen Kopalle, and Sudhir Voleti. The

role of big data and predictive analytics in retailing. Journal of Retailing,

93(1):79–95, 2017.

[38] Jacques Bughin. Reaping the benefits of big data in telecom. Journal of

Big Data, 3(1):14, 2016.

[39] Philippe Baecke and Dirk Van den Poel. Data augmentation by predicting

spending pleasure using commercially available external data. Journal of

Intelligent Information Systems, 36(3):367–383, 2011.
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Appendix A

Industry Case DVcategory
Definition of event leading to 1 for Dependant variable (for DC 1 and DC 3 at least one event within the 90 days time 

frame) else 0

Presentin

DC1 DC2 DC3

App&soft 1 Real Transaction free of charge call to the phone number toactivate a software on a desktop X

2 Real Transaction international text messagesent toactivate an application on a mobile phone X

3 Real Transaction premium rate text messagesent toget access to a training platform for driving licence during 2 or 3 days (depending on 
amount paid)

X

4 Real Transaction premiumrate text message to use an application X

Charity 1 Real Transaction premium rate text messagesent tosupport a charity cause X

Entertainment 1 Real Transaction premium rate text messagesent tosend a message on a chat forum X X

2 Real Transaction text message to subscribeto a paid subscription delivering weekly quizzes along with the possibility of winning a lottery
prize (undetermined period)

X

3 Real Transaction premium rate text messagesent toparticipate toa lotteryprize X

4 Real Transaction premium rate text messagesent toparticipate toa lotteryprize X

5 Real Transaction premium rate text messagesent toget some predictions about future (astrology) X

Finance 1 Partnership Customers of thisFinance case are identified in the Customer Relationship Management System of one telephone company X

Information 1 Real Transaction premium rate call sent torequest coordinates of someone X X

2 Real Transaction premium rate call sent torequest coordinates of someone X X

3 Real Transaction premium rate call sent torequest coordinates of someone X

4 Real Transaction premium rate call sent torequest coordinates of someone X

Parking 1 Real Transaction text messagesent tostart/stop using a parking place, monthly invoice afterwards on phone bill X

2 Real Transaction text messagesent tostart/stop using a parking place, monthly invoice afterwards on phone bill X X

Public 
transport

1 Real Transaction premium rate text messagesent to buy a public transport for one hour X X

2 Order Call to booking centre of a public transport X

Radio 1 Real Transaction premium rate text messagesent toask for a specific song X

2 Real Transaction premium rate text messagesent toget a chance to win a ticket concert X

3 Real Transaction premium rate text messagesent towarn other road users about special traffic conditions X

4 Real Transaction Premium rate call to get aticket concert trough a radio station X

5 Real Transaction Premium rate text message to participate to activities of the radio X

6 Real Transaction Premium rate text message to participate to an event of the radio X

Smartphone 1 Real Transaction international text messagesent toactivate a common application of a specific smartphone provider X X

Definition of dependent variables

Taxi 1 Order call to booking center of a taxi company X X

2 Order call to booking center of a taxi company X X

3 Order call to booking center of a taxi company X X

4 Order call to booking center of a taxi company X X

5 Order call to booking center of a taxi company X X

6 Order call to booking center of a taxi company X

Television 1 Real transaction premium rate text message to win a lottery prizetrough a TV station X

2 Real transaction premium rate text message to win a lottery prizetrough a TV station X

3 Real transaction premium rate text message to win a lottery prizetrough a TV station X

4 Real transaction premium rate text message to win a lottery prizetrough a TV station X

5 Real transaction premium rate text message to win a lottery prizetrough a TV station X
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Appendix C

Individual resultsby business activityfor DC 1

Industry Case % Business AUC base

Delta AUC

Network 
Business
Adoption

Individual
TelcoUsage

Network 
Telco

Interaction

All 
Personality

All

App&soft 1 0.27% 66.54% 0.14% 2.09% 1.72% 1.86% 1.86%

2 1.15% 78.63% 1.91% 2.31% 2.16% 3.73% 4.66%

3 0.37% 69.99% 0.32% 0.00% 0.32% 0.00% 0.00%

Charity 1 1.10% 71.07% 1.11% 1.03% 0.01% 1.19% 2.21%

Entertainment 1 0.42% 71.41% 0.48% 8.76% 7.12% 10.27% 9.87%

2 1.48% 76.55% 1.00% 1.55% 2.35% 2.63% 3.49%

3 0.70% 73.60% 1.59% 1.82% 0.99% 1.57% 3.20%

Information 1 0.51% 88.64% 0.17% 1.74% 2.00% 2.00% 2.00%

2 2.63% 65.57% 1.85% 10.56% 11.51% 12.30% 12.80%

Parking 1 0.67% 71.94% 1.04% 1.59% 2.05% 2.21% 2.87%

2 5.18% 71.02% 0.78% 1.49% 1.63% 2.38% 3.18%

Public transport 1 14.61% 73.21% 2.78% 1.30% 1.08% 1.47% 3.64%

Radio 1 0.93% 73.68% 1.12% 2.34% 2.26% 3.24% 3.92%

2 0.44% 89.71% 0.65% 1.12% 1.46% 1.44% 1.44%

3 1.26% 69.73% 2.67% 5.29% 3.43% 5.45% 6.72%

4 1.24% 67.89% 3.48% 5.40% 6.01% 6.43% 8.14%

Smartphone 1 10.96% 57.22% 3.09% 4.64% 3.27% 5.45% 7.19%

Taxi 1 0.56% 87.46% 1.22% 2.81% 2.23% 3.16% 3.42%

2 0.46% 92.95% 0.21% 0.37% 0.53% 0.55% 0.65%

3 0.51% 91.02% 0.49% 0.95% 1.19% 1.34% 1.34%

4 1.37% 92.43% 0.28% 0.62% 0.84% 1.03% 1.22%

5 0.44% 87.63% 1.52% 1.73% 1.62% 2.07% 2.76%

Television 1 0.68% 73.96% 3.32% 1.22% 0.38% 1.07% 4.13%

2 0.36% 67.16% 1.86% 2.05% 1.86% 2.05% 2.05%

3 1.18% 63.66% 3.40% 2.47% 1.33% 2.42% 5.39%

4 1.79% 70.77% 1.40% 3.40% 4.73% 5.17% 5.67%

All 1.97% 75.52% 1.46% 2.64% 2.47% 3.17% 3.99%
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Appendix D

Individual resultsby business activityfor DC 3

Industry Case
% 

Business
AUC 
base

Delta AUC

Network 
Business 
Adoption

Individual
TelcoUsage

Network Telco
Interaction

All 
Personality

All
Individual Telco 
Usage - spatial 

behaviour

All Personality-
spatial 

behaviour

All -
spatial 

behaviour
App&soft 4 1.52% 60.01% 0.65% 3.49% 4.08% 4.82% 4.83% 3.34% 4.73% 4.73%

Entertainment 1 0.13% 75.20% 0.20% 11.95% 8.57% 12.45% 12.45% 10.35% 11.42% 11.42%

4 0.58% 81.17% 0.19% 0.63% 0.45% 1.16% 1.28% 0.40% 0.79% 0.95%

5 0.13% 76.14% 0.34% 13.64% 8.63% 14.60% 14.60% 12.14% 12.99% 12.99%

Information 1 2.57% 78.89% 1.55% 7.88% 6.80% 8.39% 8.60% 7.38% 7.89% 8.14%

2 1.71% 79.62% 1.06% 7.19% 6.51% 7.63% 7.77% 6.94% 7.32% 7.47%

3 0.42% 77.55% 0.06% 3.74% 2.25% 4.33% 4.33% 2.22% 3.03% 3.03%

4 0.25% 77.27% 0.22% 4.92% 2.80% 5.18% 5.18% 3.26% 4.05% 4.05%

Parking 2 2.20% 81.05% 1.09% 4.76% 2.83% 5.37% 5.83% 2.23% 3.47% 4.00%

Public transport 1 4.01% 84.65% 1.33% 4.50% 0.96% 4.52% 5.03% 2.49% 2.57% 3.16%

2 0.07% 94.69% 0.07% 0.55% 0.41% 0.54% 0.54% 0.50% 0.53% 0.53%

Radio 5 0.70% 86.83% 1.14% 2.55% 1.69% 2.78% 3.10% 1.67% 2.11% 2.46%

6 0.30% 86.59% ( 0.29%) 2.60% 1.58% 2.67% 2.84% 1.77% 2.03% 2.22%

Smartphone 1 6.26% 65.52% 2.05% 7.36% 3.12% 7.45% 8.15% 4.80% 4.92% 5.69%

Taxi 1 0.23% 95.72% 0.14% 0.99% 0.80% 1.14% 1.14% 0.99% 1.14% 1.14%

2 0.17% 94.54% 0.05% 2.94% 0.43% 2.91% 2.91% 2.02% 2.05% 2.05%

3 0.24% 93.64% ( 0.01%) 0.94% 0.83% 1.13% 1.13% 0.98% 1.19% 1.19%

4 0.62% 94.75% 0.02% 0.98% 0.75% 1.20% 1.20% 0.90% 1.16% 1.16%

5 0.12% 94.87% 0.08% 1.15% 0.51% 1.26% 1.26% 1.09% 1.19% 1.19%

6 0.11% 96.32% 0.10% 0.92% 0.57% 0.93% 0.93% 0.95% 0.97% 0.97%

Television 5 0.10% 74.52% 0.56% 11.25% 5.61% 11.23% 11.23% 9.94% 9.84% 9.84%

All 1.07% 83.31% 0.50% 4.52% 2.87% 4.84% 4.97% 3.64% 4.07% 4.21%


