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Abstract

Domino tilings of Aztec diamonds are known to exhibit an arctic phenomenon, namely a separation between
frozen regions (in which all the dominoes have the same orientation) and a central disordered region (where
dominoes are found without any apparent order). This separation was proved to converge, under a suitable
rescaling, to the Airy process whose 1-point distribution is the Tracy-Widom distribution. In this work, we
conjecture, by means of numerical analysis, that the boundary between the frozen and disordered regions,
converges, for the same rescaling, to the Airy line ensemble, a generalisation of the Airy process.

Introduction

A variety of patterns can be observed in Nature. They
often result from the interactions among microscopic
units. An example is the adsorption of some molecules
on graphite [2]. When adsorbed, these molecules bind to
each other such that the angle formed between any two
neighboring molecules is either 60◦ or 120◦. As revealed
by scanneling tunneling microscope, the resulting
entropically stabilized configurations are equivalent to
rhombus tilings. Tilings and more specifically domino
tilings will be at the heart of this article. Tiling models
are also closely related to vertex models, the latter being
first introduced by Linus Pauling to explain the residual
entropy of ice at zero temperature [14]. In those models,
boundary conditions can strongly influence the bulk
properties of the system, a feature recently highlighted
experimentally in a colloïdal artificial ice [16]. In the
following, we introduce the notion of domino tiling and
discuss the impact of boundary conditions through the
celebrated Aztec diamond.

m

n

(a) (b)

Figure 1: (a) A rectangulair domain of size 4 × 3 tileable by
dominoes. (b) A domino, be its orientation vertical or
horizontal, is the union of two unit squares.

Domino tilings of a rectangle

Imagine a tiler who wishes to tile a rectangular domain
of dimension m× n (m, n ∈ N). He has at its disposal
rectangular tiles of dimension 1× 2, here and now named
dominoes, see Figure 1.

Before he gets down to work, the tiler would like to
answer the following question: is the domain tileable
and, if so, how many distinct tilings are there ? The
domain is said tileable if there exists at least one tiling,
namely a configuration for which any point of the
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Figure 2: The number Z2,n of domino tilings of a 2× n rectangle can
be decomposed into two sums, depending on the orientation
of the domino that covers the leftmost unit squares. This
leads to the Fibonacci recurrence relation Z2,n = Z2,n−1 +
Z2,n−2.

domain is covered by exactly one domino, such that no
domino crosses the boundary of the domain. Let Zm,n
be the number of tilings of such domain. A necessary
(and actually sufficient) condition for this domain to
be tileable, i.e. Zm,n ≥ 1, is that m · n must be even
(and non-zero). As an example, let us consider the case
m = 2, for which an explicit formula can be readily
obtained. The first few terms of the sequence

(
Z2,n

)
n are

0, 1, 2, 3, 5, 8, · · · . The reader might have recognised the
Fibonacci sequence. Indeed, as depicted in Figure 2, the
terms Z2,n satisfy the following recurrence relation:

Z2,n = Z2,n−1 + Z2,n−2,

Z2,0 = 0 , Z2,1 = 1.
(1)

Solving this recurrence relation leads to the explicit
formula for the number of domino tilings of a 2 × n
rectangle:

Z2,n =
1√
5

(
1 +
√

5
2

)n

− 1√
5

(
1−
√

5
2

)n

. (2)

An explicit formula also exists for general values of m
and n, athough its derivation is much more involved
than the case m = 2. It was proved that [13, 18]:

Zm,n =
dm/2e
∏
j=1

dn/2e
∏
k=1

(
4 cos2 π j

m + 1
+ 4 cos2 πk

n + 1

)
. (3)

The number of tilings grows quite rapidly with m and
n, provided m, n are not both odd integers. For example,
if m = n, the above formula gives Z2,2 = 2, Z4,4 =
36, Z6,6 = 6728, Z8,8 = 12988816. Figure 3 shows a
configuration, for m = n = 100, randomly chosen among
all the tilings. Let us for now make abstraction of the
colours attributed to the dominoes.

As can be seen, any macroscopic portion of this
domain contains, on average, the same fraction of vertical

Figure 3: Configuration of a square of size n = m = 100, randomly
sampled, using the Janvresse algorithm [10].

dominoes than horizontal ones. One might wonder
whether similar observations hold true for any other
tileable domain. The answer to this question is no. Take
for instance the domain given in Figure 4 (a), whose
dimension is parametrised by n.

The domain is tileable but the constraints induced
by the boundary are so strong that there is only one
configuration, the one for which all the dominoes are
placed horizontally.

Aztec diamond and arctic
phenomenon

The example shown in Figure 4 (a) is in some sense
pathological and not so interesting per se. A much more
interesting situation is obtained by slightly modifying
the domain, through the introduction of a row of
unit squares, as shown in Figure 4 (b). This slight
modification has drastic consequences as we shall see in
the following. This domain is known as the Aztec diamond
(AD in the following) and was first introduced in [8, 9].
Formally, it is the set of unit squares whose centres
(i, j) are such that |i| + |j| ≤ n, with the origin (0, 0)
coinciding with the centre of the AD. Notice already that
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(a)

n

•
O

(b)

Figure 4: (a) The unique tiling of the domain consists exclusively of
horizontal dominoes. By adding a row of 2n unit squares
to this domain, we obtain the Aztec diamond (AD) of order
n shown in right (b). The AD is the set of unit squares
whose centres (i, j) satisfy the inequality |i| + |j| ≤ n
with the origin O taken to be the centre of the AD.

Figure 5: The AD of order 2 can be tiled in 8 distinct ways.

the domain is symmetric under a quarter-turn rotation.
For n = 2, there are eight configurations shown in Figure
5.

Let An (n ∈ N0) be the number of distinct
configurations of an AD of order n. It was proved that:

An = 2n(n+1)/2 (4)

Although remarkable by its simplicity, none of the
many known proofs is elementary. Maybe even more
surprising, tilings of an AD exhibit a peculiar behaviour
as n increases, as can be seen in Figure 6 which shows
configurations sampled at random for orders n = 10, n =
100 and n = 1000.

We observe that the four corners of the AD look like
brickwalls: each of them contains exclusively horizontal
or vertical dominoes. In contrast, far away from the
boundaries, horizontal and vertical dominoes alternate
in a disordered fashion. As the order of the AD increases,
the separation between the four frozen corners and the
central disordered region becomes sharper. In the limit

n→ +∞, this separation is a circle, known as the arctic
curve of the model. It means that, with probability 1,
each of the four regions outside the circle is covered by
the same type of dominoes. This may be heuristically
understood as follows.

Suppose that the unit square centred at (−n +
1/2,−1/2) is covered by an horizontal domino, see
Figure 7 (a). This forces all the dominoes adjacent to the
northwest and southwest boundaries to be horizontal too.
The number of configurations satisfying this contraint is
exactly An−1; hence, the probability p to observe one
of them becomes negligible as n gets larger since it
decreases exponentially with n:

p =
An−1

An
= 2−n −−−−→

n→+∞
0. (5)

In other words, with probability 1, the unit square
centred at (−n+ 1/2,−1/2) will be covered by a vertical
domino. Because the AD is invariant under a quarter
tour rotation, the unit square centred at (n− 1/2,−1/2)
will also be covered, almost surely, by a vertical domino
while the unit squares centred at (−1/2, n− 1/2) and
(−1/2,−n + 1/2) will be covered by an horizontal
domino. Let us push the reasoning a little farther to
grasp the genesis of the arctic phenomenon, see Figure
7 (b). The probability to have four horizontal dominoes
with their left unit square centred at (−n + 3/2,−j +
1/2), with j = −2,−1, 0, 1, also vanishes in the limit
n→ +∞, since the probability to observe a configuration
satisfying these requirements is:

An−1 − An−2

An
−−−−→
n→+∞

0. (6)

Hence, with probability 1, there must also be (at least)
one vertical domino covering a unit square centred at
(−n + 3/2,−j + 1/2) for some j ∈ {−2,−1, 0, 1}. This
heuristic suggests the emergence of brickwall patterns
within each corner. Maybe unexpectedely, these frozen
regions cover a non-negligible fraction of the AD (about
21.5%), even in the limit n→ +∞.

Non-intersecting lattice paths

In order to further characterise this arctic phenomenon,
it is convenient to introduce an equivalent description
in terms of non-intersecting lattice paths. The latter is
obtained by first considering a checkerboard coloring of
the domain, see Figure 8 (a).
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Figure 6: Configurations of an AD of order 10, 100 and 1000 (from left to right), generated by the shuffling algorithm.

(a) (b)

Figure 7: (a) If, initially, the unit square centred at (−n +
1/2,−1/2) is covered by an horizontal domino (in
grey), then all the dominoes adjacent to the northwest
and southwest boundaries must also be horizontal (pink
dominoes). The number of such tilings is An−1. (b) if
the grey dominoes are fixed, then all the other dominoes
adjacent to the northwest ans southwest boundaries must
also be horizontal. The number of configurations is
An−1 − An−2. Indeed, with those fixed dominoes, we are
left with an AD of order n− 1 whose two leftmost squares
are excluded or equivalently covered by a vertical domino.
Hence the number of configuration is An−1 from which
we must subtract the number of configurations (of an AD
of order n− 1) with two horizontal dominoes covering its
leftmost part, which is An−2.

(a)

S

N

W

E

(b)

Figure 8: (a) Checkerboard coloring of the AD such that the unit
square centred at (−n + 1/2,−1/2) is filled. (b) There
are four distinct types of dominoes, labelled by N, S, W and
E, that account for their orientation and the position of the
hatched unit square. Each of them, except the green one, is
associated with an elementary step (shown in magenta).

This enables to distinguish four types of dominoes,
labelled by a capital letter, according to the position of
the hatched unit square, see Figure 8 (b). Then, we
draw on each domino, except for the N-dominoes which
remain empty, a line segment as follows: the S-domino
carries a horizontal (2, 0) line segment, the W-domino
a diagonal (1, 1) line segment and the E-domino a
diagonal (1,−1) line segment. When the segments are
actually drawn on the dominoes as prescribed, they form
continuous paths which go across the diamond from the
southwest boundary to the southeast boundary without
intersecting. This procedure links, bijectively, each tiling
of an AD of order n to a set of n non-intersecting paths
([11], section 2.1). For instance, Figure 9 (a) shows a
configuration of order 6 along with its bijection in terms
of non-intersecting lattice paths.

As suggested by Figures 6 and 9 (b), the frozen north
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(a)

74 Chapter 3. Simulations

when n→∞. We will discuss shortly the precise zoom to perform in

order to obtain a non-trivial result.

X1
n(T )

X2
n(T )

X3
n(T )...

|
0

τ |
1

|
−n

T|
0

|
n

Figure 3.4: Left : Non-intersecting Brownian motions with the same starting

and ending points, respectively at τ=0 and τ=1. Adapted from [115]. Right :

Tiling of an Aztec diamond, in its NILP description. The uppermost paths,

seen as functions of the abscissa T ∈ [−n, n], are noted Xi
n(T ) with i=1, 2, · · ·

indexing the paths from top to bottom. The reference frame is such that

X1
n(±n)=−1/2.

When n → ∞ the NILP around (0, 1√
2
) locally resemble non-intersecting

Brownian bridges around the maximum of their limit shape (see the grey

circles in Figure 3.4). This apparently rough resemblance turns out to

be quite deep as some aspects of the statistics of these two processes

have been rigorously shown to be exactly identical, once appropriate

rescalings (or zooms) are performed. More precisely, the Airy process

describes the fluctuations of the (suitably rescaled) uppermost Brownian

bridge mentioned above [116] and Johansson characterized the statistics

of the uppermost path as follows:

Theorem 3.2.1. (Johansson [112]) Let X1
n(T ) be the vertical position

of the uppermost path of a (uniform) AD at a given lattice abscissa T

(see Figure 3.4) and A2(t) the Airy process. Then,

X1
n(2

−1/6n2/3t)− n√
2

2−5/6n1/3
→ A2(t)− t2, (3.4)

(b)

Figure 9: (a) A configuration of an AD of order 6, along with its bijection in terms of non-intersecting lattice paths. (b) The same, for an
AD of order 50. The vertical position of the kth uppermost path is denoted by Xk

n(T) for −n + k− 1 ≤ T ≤ n− k + 1.

region is made up exclusively of N-dominoes and hence
void of paths. In the disordered region, it was proved
that the level curves for the density of N-dominoes
(namely the set of points for which the density of
N-dominoes is the same) are (incomplete) ellipses [4], as
substantiated in Figure 10: the closer to the north region
and the larger the density of N-dominoes.

Tracy-Widom distribution and
Gaussian Unitary ensemble

Let Xk
n(T) denote the vertical position of the kth topmost

path at abscissa T (−n + k − 1 ≤ T ≤ n − k + 1), for
k = 1, · · · , n. The uppermost path X1

n(T) separates the
central disordered region from the frozen north region.
Configurations shown in Figure 11 and 11 (a) suggest
the following convergence in probability:

X1
n(T)
n

P−−−−→
n→+∞

1 +
T
n
∀ T

n
∈ [−1,−1/2[

X1
n(T)
n

P−−−−→
n→+∞

√
1
2
−
(T

n

)2
∀ T

n
∈ [−1/2, 1/2[

X1
n(T)
n

P−−−−→
n→+∞

1− T
n
∀ T

n
∈]1/2, 1]

(7)

1.0 0.5 0.0 0.5 1.0
x

1.0

0.5

0.0

0.5

1.0

y

0.5

0.25

0.125

0.75

0.2

0.4

0.6

0.8

1.0

Figure 10: Density of N-dominoes, obtained from a sample of
100 000 configurations of order n = 500. Lengths
were divided by n. The arctic circle is shown in black.
The predicted density level curves (dashed curves) give
the set of points (i.e. ellipses) for which the density
of N-dominoes is equal to 0.125, 0.25, 0.5, 0.75. These
curves agree with the numerical results shown in color.
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In other words, as n → +∞ and after dividing
all the lengths by n, the uppermost path converges
almost surely to a straight line segment from (−1, 0)
to (−1/2, 1/2), a quarter circle from (−1/2, 1/2) to
(1/2, 1/2) and again a straight line segment from
(1/2, 1/2) to (1, 0).

In particular, for T = 0, we have:

X1
n(0)
n

P−−−−→
n→+∞

1√
2

(8)

This is however not the whole story. If we generate a
vast collection of tilings and report the vertical position
X1

n(0) for each of them, then we obtain a set of points
whose distance from n√

2
is proportional, on average, to

n1/3, see Figure 11. In other words:

E
(

X1
n(0)−

n√
2

)
∼ n1/3 as n→ +∞, (9)

where the expected value E is taken over the whole
set of tilings of AD of order n. The next step is to
determine which probability distribution ξ (as far as it
exists) governs the fluctuations of the properly rescaled
vertical position X1

n(0):

lim
n→+∞

P
(X1

n(0)− n√
2

n1/3 ≤ s
)
= ξ(s), (10)

Let us decompose X1
n(0) as follows:

X1
n(0) = Xn

n(0) +
n−1

∑
k=1

Yk,

Yk = Xk
n(0)− Xk+1

n (0).

(11)

If the increments Yk were independent and identically
distributed random variables, then ξ would be the
normal distribution (provided a scaling n1/2 for the
fluctuations is used), by virtue of the central limit
theorem. Here, however, the increments are not
independent and identically distributed. Indeed, based
on heuristic arguments (see section 3.2 in [6]), we have
with probability 1 that Xk

n(0)− Xk+1
n (0) = O(n1/3) for

k = O(1) while Xk
n(0)−Xk+1

n (0) = 1 almost surely in the
south frozen region, see Figure 9 (b). Hence, we should
not expect ξ to be a Gaussian distribution. Actually, the
distribution ξ is explicitly known and is given by [12]:

ξ(s) = F1
2 (2

5/6s), (12)

with F1
2 the Tracy-Widom cumulative distribution1, see

Figure 12. The Tracy-Widom was first introduced in
random matrix theory to describe the fluctuations of the
largest eigenvalue of matrices belonging to the Gaussian
Unitary Ensemble [19]. This ensemble is the set of
n× n hermitian matrices H whose entries are Gaussian
variables distributed as follows:

Hkk ∼ N(0, 1/2),

Hkl ∼ N(0, 1/4) + iN(0, 1/4) (1 ≤ k < l ≤ n).
(13)

The joint probability density function P(λ1, λ2, · · · , λn)
of the ordered eigenvalues λ1 ≥ λ2 ≥ · · · ≥ λn is given
by:

P(λ1, λ2, · · · , λn) =
1

Zn
∏

1≤i<j≤n
|λi − λj|2e−∑n

i=1 λ2
i

=
1

Zn
e∑i 6=j log |λi−λj |−∑n

i=1 λ2
i ,

(14)

for some normalisation constant Zn. Two competing
terms are at play in the above expression: the term
|λi − λj| indicates the repulsion of eigenvalues while the

term e−∑n
i=1 λ2

i favours the attraction of the eigenvalues
towards the origin. The rescaled largest eigenvalues:

Λi
n :=

λi − 2
√

n
2−1/2n−1/6 , (15)

are random variables whose cumulative distribution
functions, in the limit n → +∞, are denoted Fi

2 and
shown in Figure 12 for i = 1, · · · , 6. The Tracy-Widom
distribution appears in many contexts: without being
exhaustive, it is found in combinatorics [1] and in some
growth processes, such as the polynuclear growth model
[15]. It was also found experimentally by applying an
alternative current voltage to a thin layer of nematic
liquid crystal. For sufficiently large values of the
voltage, two distinct turbulent phases coexist. The
interface between the two phases grows with time and
its fluctuations were shown to obey the Tracy-Widom
cumulative distribution function [17]. The common
point of all these models is the unusual scale n1/3 of
the fluctuations where n provides some measure of the
size of the system (such as the order of the AD). Indeed
writing Λi

n as

Λi
n =

√
nλi − 2n

2−1/2n1/3 (16)

1The Tracy-Widom distribution F1
2 can be expressed either as a

Fredholm determinant or in terms of the solution of Painlevé II
equations [3].
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Figure 11: (a) Uppermost path (black line) of an AD of order n = 100, sampled with the shuffling algorithm. The uppermost path converges
with probability 1 to a quarter circle. The standard deviation between the uppermost path and the arctic circle, in a neighborhood
of X = 0, is proportional to n1/3. (b) Probability density to observe the uppermost path in the rescaled domain (lengths divided
by n), averaged over 100 000 indepedent configurations of order 500.

makes X1
n(0) and

√
nλi comparable: their average and

deviations have the same scaling law with n.

Airy line ensemble

So far, we have seen that the largest eigenvalue λ1 of
a random hermitian matrix and the vertical position
X1

n(0) of the uppermost path of an AD are both random
variables governed by the same probability distribution
in the limit of large n. A stronger result was actually
proved in [12] where it is shown that the uppermost
path X1

n(T) plus a quadratic term converges (in the
sense of finite-dimensional distributions and after a
proper rescaling) to the Airy process A1

2(t), with t =
21/6n−2/3T. The Airy process A1

2(t) is a stationary
and translation-invariant process whose cumulative
distribution function, at fixed t, is the Tracy-Widom
distribution F1

2 . Hence, the result proved in [12] implies:

lim
n→∞

P

X1
n(2−1/6n2/3t)− n√

2

2−5/6n1/3 + t2 ≤ s


= P(A1

2(t) ≤ s) = F1
2 (s).

(17)

In particular, for t = 0, we recover eq. (10).
Quite naturally, the following question arises: does

this correspondence also holds for the other eigenvalues
and paths, i.e. do Xk

n(T) and
√

nλk have the same
limiting probability distributions, for k = 2, 3, · · · (k =
O(1)) and fixed T ? Although to the best of our
knowledge no analytic proof has been provided for
the limiting probability distributions of Xk

n(T) (k =
2, 3, · · · ), heuristic arguments supported by numerical

simulations clearly point to a positive answer. Roughly,
in a neighborhood of t = 0, the uppermost paths of
an AD look like Brownian motions constrained not
to cross, see Figure 9 (b). This is reminiscent of the
time-dependent Coulomb gas model considered in [7] and of
Brownian bridges constrained not to intersect and with
identical starting and ending points [5]. In the latter
case, it was shown that the set of curves plus a quadratic
term converges, under a proper rescaling, to the Airy
line ensemble. Based on the similarities between those
models and the description in terms of non-intersecting
lattice paths of an AD, we conjecture that the uppermost
paths of an AD should also converge to the Airy line
ensemble, i.e.:

lim
n→∞

P

Xi
n(2−1/6n2/3t)− n√

2

2−5/6n1/3 + t2 ≤ s


= P(Ai

2(t) ≤ s) = Fi
2(s),

(18)

for i = O(1). This conjecture is well supported by Figure
12, where we compare, for T = −1/2, the probability
density functions of the first few uppermost paths under
the rescaling given in eq. 18 with the probability density
functions d

ds Fi
2(s) (i = 1, · · · , 6).

Conclusion

In this work, we have considered domino tilings of
planar regions. We have seen that the boundary of
the domain can drastically change the properties of
the model and lead to an arctic phenomenon, as it
is the case for the celebrated Aztec diamond. In the

7
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Figure 3.10: Verification of (3.14), describing the vertical position of the first

few uppermost paths at T =−1/2. Left : Direct comparison between (F i
2)

′(s)
(dashed curves) computed using (3.15) and corresponding probability densities

observed in the AD (dots). Right : The blue dots are moments of (F i
2)

′(s) while
the red crosses are moments computed from our collection of AD.

a comparison between the numerics on the AD and the prediction for

T = −1/2, at the PDF’s level. As i increases, the PDF’s of the first

few uppermost paths have a decreasing mean and variance, as one may

expect from the intuition that paths tend to “squeeze” other paths below

them.

We might wonder if the distributions F i
2(s) are fundamentally different

from one another or not. To highlight those differences we standardize

the PDF’s, i.e. translate and scale it to set µ = 0 and σ = 1, for i = 1

and i = 2 in Figure 3.11. It appears that these distributions are quite

similar, once the expected dilatation and shift are removed. However,

they also differ, most notably on the asymptotic behaviour of their tails.

Regarding the right tail, (F 1
2 )

′(s) decreases less rapidly than (F 2
2 )

′(s).
This is to be expected since the second path is limited in its upward

fluctuations by the uppermost path. At the left tail the exact opposite

behaviour is observed. The mechanism behind this behaviour is less

obvious, but it is consistent with the idea that the uppermost path is

kept from going downward by more paths below it.

The Airy line ensemble is a process that does not only describe paths

separately. It also encompasses the interaction between them. The joint

Figure 12: The dashed curves give the probability density functions
d
ds Fi

2(s) associated with the ith largest eigenvalue
of random hermitian matrices sampled from the
Gaussian Unitary Ensemble. The points give
d
ds

P

(
Xi

n(2−1/6n2/3t)− n√
2

2−5/6n1/3 + t2 ≤ s
)

, for the 6 uppermost

paths (i = 1, · · · , 6) of an AD or order n = 500 and
T = −1/2 (corresponding to t ≈ −0.0089). The data
were obtained from a sample of 100 000 configurations.

limit of large domain and under a proper rescaling,
it is known that the boundary between the frozen
region and the central disordered one converges to
the Airy process whose 1-point distribution function is
the Tracy-Widom distribution for the largest eigenvalue
of random hermitian matrices. Based on heuristic
arguments and numerical simulations, we conjecture that
the boundary should converge to the Airy line ensemble,
which extends the Airy process.
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